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The Implementation of Multi-Channel Audio Codec
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ABSTRACT

This paper describes the implementation of a multi-channel audio codec for HDTV, This codec has the features of
the 3/2-stereo plus low frequency enhancement, downward compatibility with the smaller number of channels, back-
ward compatibility with the existing 2/0-stereo system(MPEG-1 audio), and multilingual capability. The encoder of
this codec consists of 6-channel analog audio 1nput part with the sampling rate of 48 kHz, 4-channel digital avdio in-
put part and three TMS320C40 DSPs. The encoder implements multi-channel audio compression using a human per-
ceptual psychoacoustic model. and has the bit rate reduction to 384 kbit/s without impairment of subjective quality.
The decoder consists of 6-channel analog audio output part, 4-channe) digital audio cutput part, and two TMS320C 40
DSPs for a decoding procedure. The decoder analyzes the bit stream received with bit rate of 384 kbit/s from the
encoder and reproduces the multi-channel audio signals for analog and digital outputs. The multi-processing of this
audio codec using multiple DSPs is ensured by high speed transfer of data between DSPs through coordinating com-
mumcation port activities with DM A coprocessors, Finally, some technical considerations are suggested to realize
the problem of real-time operation. which are found out through the implementation of this codec using the MPEG-2

layer 11 audio coding algorithm and the use of the hardware architecture with commercial multiple DSPs,
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I. INTRODUCTION ed size, improved audio performance rather than the

existing one is desited. To provide more realistic au-

With the development of HDTV(High Definition dio rendering, multi-channel audio coding system us-
Television) with its improved resolution and increas- ing more channels than the existing system with two

*ETRI Acoustic Communication Section channels is necessary. But the storage on expensive

A LA E 2YEAH storage media or transmussion over channels with
H5Y =1 19954 64 62 limited capacity has ted to develop the generic audio
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oy svstens pen any appleations dealing with

digrially coded o data and reawrmg low data 1
T 0e?

o= with hugh guality? P2 Most of the audio coding
systems ave, therefore, considering the parameters of
audio quality il different bt rates, sensttivity to tr
ansmusson it crrovs, complexity, and coding deiay,
This paper describes the implementation of & mult|
channel audio codec with low bit rate for HDTV
using the multiple DSPs{Digital Signal Processors).
This codec consists of an encoder located in the
transmitting part and a separated decoder of the re-
ceiving parl, and can compress the 5.1 channel audio
signals with the bit rate of about 3,.848kbits/s nto
that of 384kbits/s. This codec has the features of the
3/2-stereo plus LFE{(Low Frequency Effect), down-
wards compatibility with a smaller number of chan-
nels, backward compatibility with the existing 2/0-
stereo system(MPEG-1 audio ; Moving Picture Exper-
ts Group}, and multilingual capability. In case of the
encoder, three TMS320C40 DSPs with a pipelined
configuration, which can ensure high speed transfer
of data between DSPs, are used for generating a
formatted digital audio bitstream, It is, also, possible
to connect six analog audio inputs or four digital
audio inputs through three stereo A/D converters or
two stereo digital audio interface receivers, respect-
ively. A decoder with two TMS320C40 DSPs releases
the compressed audio signals from the formatted
bitstream and can generate the same audio outputs
as the encoder through three DfA converters or two
stereo digital audio transmitters. The vartable chan-
nel configurations are selected by the control of

toggle switches in the encoder and the decoder.

Tabte 1. The specifications of the multi-channe] zudio codec.
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MPEG 2 layer 11 audio coding algorithm applied to
this codec. but, requires intensive computing power
for the complicated calculations and the nerative pro
cesses, and then real-time operation of a codec is very
difficult, specially for encoderi 4]i5}. It must be, there
fore. considered a special hardware configuration and
a software design scheme because of this constraint,
Some technical considerations for reai-time operation
which are found out through the implementation, are

suggested.

{l. ESTABLISHMENT OF CODEC SPECIFICATION

Figure 1 shows the fundamental concept of the
multichannel audio codec for HDTV. Receiving side
15 different in physical quantity of the audio signal
from sending side, but both sides equal to in subjec-
tive audio quality. Table 1 shows the requirement

Video
signat

subjective quality
equal o source

Figure 1. A fundamental concept of the multi-channel audio
codec :
{a). for codec systemof HDTV. (b} for audio codec.
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specifications of the codec being considered in this
paper. Multi-channe] audio is composed of a center
channel C and two surround channels LStleft sur-
round), RS(right surround), n addition to the basic
left and right stereo channels and an optional sub
woofer channei,

It is referred to as 3/2-stereo(3 front/2 surround
channels), Sub-woofer channel. corresponding to the
sampling frequency which is equal to that of the ma
in channels divided by a factor of 96, is capable of
handling signals in the range from 15Hz to 120Hz[ 3]
(6].

Table 1 shows the specifications of the multi-chan-

nel audio codec.

IIl. IMPLEMENTATION OF MULTI-CHANNEL AUDIO
CODEC

3.1 Hardware

The structures of this codec for a multi-channel
audio coding are designed within one board(size:
280mm X 230mm) to shelve into HDTV system rack.
An each unit using an architecture like the commer-
cial DSP board is based on the Texas [nstruments
floating point DSP, 40MHz TMS320C4i} with 25ns of
access time(no wait states} and H0ns of execution
cycle. A block diagram of the multi-channel audio
codec is shown in Figure 2, The main feature of this
audio codec is to apply the multi-processing tech-
nique by a multiple DSPs configuration which-is en-
sured by high speed transfer of data between DSPs
through coordinating communication port activities
with DM A (Direct Memory Access) coprocessors{8].

The encoder part{Figure 2a) consists of 6 channel
analog audic inputs, 4 channel digital audio inputs,
and three DSPs for encoding procedure, The encoder
implements a compression of multi-channel audio
using a human perceptual psychcacoustic model and
has the bit rate reduction to 384 khit/s. The decoder
part(Figure 2b) consists of 6-channel analog audio out-
puts, 4-channel digital audio outputs, and two DSPs
for decoding procedure. The decoder analyzes the bit
stream received with bit rate of 384 kbit/s from the
encoder and reproduces the multi-channel audio sign-
als for analog and digital outputs.

The audio signal of each channel is sampled at
48kHz sampling frequency, using 16 bits A/D and D/
A. In the encoder, the digital data of one frame cor-
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Figure 2. The block diagram of multi channel audio codec.

responding to 1152 PCM samples unit(24dms at 13
kHz) are huffered into the memory which can store
digital data of 2 channels iz DSP #1. The digital
audio data read by DSP #1 are passed through DSP
#2 and DSP #3 according to processing procedures,
and then an encoded audio bitstream with a format-
ted structure controiled by DSP #2 and DSP g3
returns back to DSP #1 for sending to the decoder,
The data communications between DSPs are realiz
ed by coordinating communication port activity with
CPU and DMA of TMS320C40. DMA channels are
used in split mode including primary channel and
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Figure 3. DM A configuration in split mode.
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)

sl channed as showse in Figure 30 Primary
vionne) indietes to read data from 4 lucation in the
cXternat or aternal tnemory map and wrte 1t to a
communjcation pott, Auxiliary channel means to re
cejve data from a communmcation port aud writeat to
a location in the memory map.,

The mode selection part which consists of three
toggle switches performs the function of channel se
lection amdd the status display part of LEDs indicates
the status of selected channels and codec activities,
The control logic and the decoding logic for periph-

eral interface are designed to a FPGA,

3.2 Softwarel 1113119

The block diagram of software tlow for this multi
channel audio codec is shown i Figure 4. Using a
sampling frequency of 48kHz, the polyphase filter-
bank divides the audio signal into 32 subbands with a
constant bandwidth of 750Hz. In each subband 36 suc-
cessive samples are combined to three blocks with 12
sarnples, This is equivalent to a duration of 2dmsec.
In each block the absolute peak value is determuned
and quantized as a scalefactor with & dynamic range
of 120dB. To reduce the bitrate for the scalefactors.
three scalefactors of each subband of one frame are
considered together and classified inte certain scale-
factor patterns, Depending on the pattern, one, two,
or three scalefactors are transmitted with an ad-
ditional scalefactor select information consisting of 2
bits per subband.

The psychoacoustic model calculates the rmnimum

masking threshold which 15 necessary to determine
the noticeahle noise level for each band, To compen:
sate for the lack of accuracy of the spectrum analy-
sis of filterbank. a 1024-pomnt FFT is used in parallel
to the process of filtering, The output of the FFT is
used to determine the relevant tonal and non-tonal of
audio signal. The individual masking thresholds for
each masker above the absolute masking threshold
are calculated dependent on frequency position, loud-
ness level, and tonality. All the individua! masking
thresholds. including the absolute threshold are ad-
ded to the so-called global masking threshold, For
ez:h subband, the minimum value of this masking
curve 1s determined, Finally, the difference between
the maximum signal level and the minimum masking
threshold, called signal-to-mask ratio(SMR}, is used
in the bit or noise allocation to determine the actual
quantizer level in each subband for each block.

The bit allocation procedure is determined by min-
imizing the tonal noise-to-mask ratio over every sub-
band and the whole frame. This procedure is an iter-
ative process where, in each iteration step the num-
ber of quantizing ilevels of the subband that has the
greatest benefit is increased with the constraint that
the number of bits used does not exceed the number
of bits available for that frame.

Decoder separates the bit allocation information
with scalefactor and 12 successive samples of each
subband signal from the received multiplex signal,
The reconstruction process to obtain again PCM au-
dio is characterized by filling up the data format of

AD A ITFT A tonal & individual Q|0Ea|
) nalysis masking masking SF. SMR
—Minterrupt “ﬂ PSD “ﬂ ?on:(Qnal M threshoid | threshold | ™ calcuion M cateutation
Driver estimation racking calculation calculation
A
J. l 2
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subband | soffscisi | | "eNSTISSONY ) - antization | ) o » Samoes & binlg:upt >
. ; o - M allocation [ ™ bitstream | -
analysis calculation allocation 701 samples f ormraet%ng Driver
(a) encoder
bitstream i i i
RX c bit ; analysis dequantizalion - Dia
driver &chcezl? analysis multi-CH denormalization synthesis driver
(b’ decoder

Figure 4. The block diagram of software flow,
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the subband samples regarding the scalefactor and
hit allocation for each subband and frame. The svn
thesis filterbank reconstructs the comipiote hrowd

hand audio signal with a bandwidth of up to 2likHe.

3.3 Quatity test through sinuiation

A rendering environment for sumulation and test ot
multi-channel audio 15 shown in Figure 5 For audio
accompanving HDTV, (he three front loudspeaker
channels ensure sufficient directional stahbility and
clarity of the picture related frontal images, Center
channel can guarantee importance for most of the

dialogue at anv location of the listener.
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figure 5. A rendering environment for simulation and test
of multi-channel audio.

One pair of surround foudspeaker channels (LS, RS)
allows improved realism of auditery ambience. The
purpose of optional sub-woofer channel to supply a
low frequency epltancement is to enable listeners to
extend the Jow frequency content of the reproducec
programme in terms of both frequency and level.

For the simulation, the audio signals of two chan-
nels with CD quality are reproduced to six channels
from a digital surround processor (Lexicon CP-3), and
then recorded into the hard disk of multi-channel
audio interface system. using !IBM/PC. These re-
corded data are transferred to SPARC workstation
through LAN and coded by the encoding and the de-
coding soft ware developed.

The compres=ed fud data are ~ent sto Ty P
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. SUGGESTIONS FOR REAL-TIME OPERATION

In case of A8KHZ sampling and 33 ikhitfs bit rote,
the inpul to output processing time for one frame ol
1137 samples of PCM audio data must be less than
2ams, The MPEG-2 laver I audio coding algorithm ap
plied to this multi-channel codec. but. requires many
computing times for the complicated calculations and
the iterative processes, and then it is very difficult
to operate software on real-time., specially for encoder.
[t must be considered a spectal hardware configur
atiort and software design scheme because of this
constraint, The divided parallel software architecture
15 applied to this codec in addition to hardware devel-
opment with a pipelined multiple DSPxs.

4.1 Hardware design using a pipelined DSP architec-

ture

A block diagram of the suggested hardware design
considermng real time operation is shown in Figure 6.
This design scheme 15 termed here a pipelined DSPs
architecture which consists of a serial connection be-
tween DSPs. In addition, this architecture has input/
output FIFQs for increasing the execution time ot
DSP and a shared memory for faster transfer of
DSPs communication. The digital data of one frame
are buffered into input FIFQ which can store digital
data of 2 channels. The input audio data read by
controlling the input FIFO are passed through DS
#1. DSP $#2 and DSP #3 according to processing
procedures, and then encoded audio hitstream with a
formatted structure goes into the output FIFQ for
sending to the decoder. By using this architecture 1n
case of 48kHz sampling frequency and 16 bits coding,
the total execution time for one frame from mput
audro data to output bitstream can be extended up to
72msec even if it has transmussion deiay,

Figure 7 shows the devided time chart and the pro
cessing schedule for each DSP in encoder. organized
by using the pipelined DSPs structure, The overall
processing software of one frame is devided into 3
steps which are assigned to each DSP, step-1 for



96 The Jowrnal of the Acoustical Society of Korea, Vol. 1.4, No, 2E (1945}

analog
Audio
input

R CTF)‘O MA
digital X TMSZ0CAT

audio

input RAM
dortal audio D

RAM ¥ DOSP

(KW Eo
(RKW) D

N §

$

«EBAME SYNC | DSP 43 ]
BIT COLCK MUX L._1 T H
E FIFQ DMA
BIT DATA TMS30C40

AOM RAM
&

EM/gLT INT SWALED
)

GLOCK RESET
Gen CNTL CNTL

CNTL

Figure 6. [An example of a pipelined DSP structure with 1/
O FIIROOR case of encoder

DSP #1, step-? for DSP #2. and step-3 for DSP #3.
Each DSP must, that is, finish the assigned proces
sing itself for incoming frame within 24ms, and trans.
fer the rest processing to next DSP. This technique
can extend the limited time of 24ms to 72ms through

some delays,

| 24ms ’:’
[ea]

T T STEP-T
osP #1 < l ot -Frame 2
STEP-2 $TEP-2
DSP #2 of Frame 1 1 of Frame 2 J
DSP #3

: 1 .-::!I STEP-2
_ S :
ja— - Devided processing steps for one trame -

Figure 7. Divided time chart for each 5P in encoder pro
cessing.

4.2 Practical use of the configuration of the target
DSP system

The TMS320C40 DSP, which is a main controller
of target system, has the main features and many ben-
efits, and the configuration of the target svstem sup-
porting the software naturally affects its execution
efficiency. In particular the I/C configuration and
the use of available iaternal memory and the on-chip
instruction cache all contribute significantly, Be-
cause of the computational complexity of the multi-
channel audio codec, real-time operation requires that
unnecessary processor overheads be kept to a mini-

mum,

Most systems use TMS320C4G interrupts to handle
the transmission of bitstream and sample 1/0). The
overhead of handling the interrupts increases the
processor lcading not only due to the execution tisne
of the mterrupt code, but also by disrupting the on-
chip instruction cache, This effects the performance
of code loops that could otherwise execute without
memory accesses for instruction fetches, This diffi-
culty can be avoided by placing handlers for fre-
quently occusring interrupts in internal memory, This
minimizes their execution time and also prevents
them from disturbing the instruction cache, is active
only for external memory fetches. In addition, the
use of the RPTS instruction with 4 instruction cycles
in case of TMS320C40 1s not recommended because
this nstruction sequence is not interruptable and
cause the CPU to miss interrupts.

Another tip can be produced in the input/output
buffering. In a typical system, audio sample input/
output is performed through a direct interface to A/
D and D/A converters. An additional circular buffer
in memory can he used to DMA audio sample from
the interface port using the TMS320C40 on-chip
DMA controller. This allows the size of the circular
buffer to be independent of the size of the blocks of
samples required by the codec and makes the buffer
management considerably more flexible. The ex-
ecution time overhead of copying the samples from
the circular buffer is very small.

4.3 Consideration in software design and coding

It is very important to use the features of the tar-

get processor that can help in producing faster and/
or shorter programs. The following steps must be ap-
plied in generating a optimized code for increasing
the execution speed : 1) write the application in the
C language and debug the program, 2) estimate if it
runs in real-time, 3} if it doesnt, identify places where
most of the execution time is spent, 4) optimize these
areas by writing assembly language routines that im-
plement the functions, 5) call the routines from the
C program as C functions.

To optimize assembly code, especially, the sug-
gestions presented as followings can be used :1) use
delayed branches, and delayed subroutine call and re-
turn, 2) apply the repeat single/block construct, 3)
use parallel instructions and maximize the use of re-
gisters, 4) use the cache and internal memory in-
stead of external memory, 5) avoid pipeline conflicts.
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The use ot look-up tables tor the arthmetc fun-
Ctions and the loglc designs for the calculation algor
ithmes are, also, =uggested tor saving the execution

time.
V. CONCLUSION AND FUTURE DIRECTION

The multi-channel audio codec which has a com
mressien rate of one-tenth, and consists of an encodey
and a decoder, was presented with the implemen
tation of hardware and software based on multiple
DSPs. The some suggestions for hardware and soft
ware: considering real time operating werce, also, de-
sctibed. The pipelined DSPs architecture with /0
FIFO can extend the himited processing ume even 1t
some delay occurs,

This prototvpe codec can reduce a transrmssion bit
rate of about 3.84x5kbit/s by 3¥dkbit/s using percep
tual coding of psvchoacoustic modeling and has the
characteristics of the 3/2-stereo plus LFE. down
wards compatibility with a lower number of ¢channels,
bhackward compatihility with the existing 2{/iksteren
system, and multilingual capabitity. The software im-
plementation of algorithm. the development of hard-
ware, and the simulatton of mulu-channel audio
codec except for real-time processing had been fin-
ished and The audio quality of simwulation result was
gnod enough for listening test, The suggested con
siderations are identified as a powerful method for
real-time operation and an optimizauion is, currently,
Progressing.,

The applications of multi channel audio codec are
in various fields except multi channel audio for HDTV,
For example, computer-based multimedia, DAB(Digi
tal Audio Broadeasting}, audio vecording and presen-
tation, and realistic telecommunjcations ¢an be con
sidered,

The further work includes the improvement of the
audio quality, the quabty assessment method for
multi-channel audio, and the implementation of ASIC

for this codec.
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