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An Improved Parametric Estimation Method of
High-Resolution Bispectrum
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ABSTRACT

The maximum entropy method is a well-known parametric estimation method of the power spectrum with
high-resolution for short-time signals. Although a parametric estimation method for the bispectrum was proposed in
recent years, it is not easy to estimate the bispectrum with high resolution for relatively short-time signals of which
the total length is about 1000 data points. In this paper, a bispectrum estimation method is proposed to estimate the

high-resolution hispectrum even for the relatively short-time signals.
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1. introduction

Many techniques have been developed to esti-
mate power spectral |, 2]. The maximum entropy
method (MEM)} is one of the well-known para
metric methods to obtain high-resolution power
spectra[2, 3). The MEM has been widely used to
improve the frequency resoclution of the power
spectrum for short time duration data records.
Unfortunately, it is somewhat difficult to apply
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the concept of the MEM to estimate higher-order
spectral4]. The classical FFT method has been
widely used to estimate higher-order spectra, Ho-
wever, 1t is limited when analyzing short duration
random signals because of its relatively low fre-
quency resolution(5, 61,

Although the parametric approach to estimate
higher-order spectra has not been extensively de-
veloped, a parametric bispectrum estimation me-
thod by using an autoregressive madel was pro-
posed in[7, 8]. The algorithm is useful in estimat-
ing a high-resolution bispectrum for random data.
{t is the objective of this paper to describe an im-
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proved parametric bispectram estunation method
and detnonstrite (s improved performance under
relatively poor signal-to-noise ratio conditions and
relatively short data lengths.

In the next section, some properties of the
bispectrum will be described. In Section T, the
proposed method will be presented. [n Sectnion b,
the performances of the proposed parametric bi-
spectral estimator of thiz paper and the paia-
metric bispeciral estimator proposed 1n 7. 3] will
be: pfesented, In Section V. advantages and limi-
tations of the various bispectrum estimation me-
thods will be summarized.

11. Properties of Bispectrum

Consider a real zero-mean random process x{{)
which is stationary to order three, then the triple
correlation function, namely, bicorrelation func-
tion, of the random process is given by

Rewlmi, ) =Elx( x(t =) x(2 —12) ] (1)

where E denotes the expected value. As shown in
Eq. (1), the bicorrelation function is a function of
two time delays, 1 and ., As the correlation
function is the 1-D inverse Fourier transform of
the power spectrum, the bicorrelation function is
given by the 2-D inverse Fourier transform of the
bispectrum, Syyvy (), 55,
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Il. Model and Estimation
We start with the same model as proposed ini 8].

Consider a real r-th order autoregressive (AR)
process x(n),

¥+ % ax(n—i)=e(n) (3)
r=1

where ¢(nl's are iid, with £letn)i U, Eic
)] =4 Eleftn)] =pg#0 and x(m} s indepen
dent of e(#) for m< n. Note that e(n) is zero
mean non-Gaussian.

Since e{n} is third order stationary it follows
that x(») 15 also third-order stationary. Multiply
ing both sides of Eq. (3) by x(n— /) x{n—£k) and
then taking the expectation and using the sym
metry property of the bicorrelation functions, we
obtain

R R+ E aGRG—i. k=) =837 k) B=j=0
oo
(1)

where R{m, #) is the third-order moment se-
quence of the AR process and é(7, &) is the 2:D
unit impulse function, 7=0, 1, 2, -, », £=0. 1.
2, -, rvand j<k InEq. (4), &, az, -+, @,, and 8
are unknowns, Since 7=0, 1, 2, -, 7, £=0, 1. 2
---. ¥, and j<k, the number of independent AR

{(r+1){r+2)
2
number of equations is greater than the number

bicorrelation equations is . Since the

of unknowns, it is overdetermined.
Since there are ¥+ 1 unknowns, only »+1 equ-
ations in which 7 =% in Eq, (4) are chosen among

{(r+1)(r+2)
2
unknowns {i.e., parameters) in the method pro-

equations in order to calculate the

posed in [8]. Generally speaking, however, it is
not easy to state that the parameters which are
obtained by using the former method also satisfy
the other equations in which j#%&. Therefore, we
utilize a multiple regression method to provide a
best-fitting plane to the data, that is, we obtain
the least squares estimates of the a/s, which are
optimum in a least squares sense, In other words,
1 (r+1(r+2)
2
culate the overdetermined » + } unknowns by us-

we use al equations, in order to cal-

ing the least squares method(9, 10].
We may thus rewrite Fq. (4) in matrix form as

follows :
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Ra=b (5}

where

[RIO.OY R(—-T. =1}

Ri—r =y ]

R, 1) R(—1, 0 Ri—r . 1-»
R_. RO, ») R(—-1L, »r—1) Ri—r, O}
R(1, 1) RGO, O) Ril=—», 1—ri
R(1.2} RO D e RIT oy, 2000
LR{», ) Rir—1,7r—1) -~ RO, O
{6)
a=[1 & a - &}, (7)
b=[g 0 ¢ - 0, (8}

and T denotes the transpose.
Thus, by solving the following matrix equation,
one can obtain the least squares estimates of the

a; parameters [9, 107,

R‘'Ra=R"h (4!

Finaily, the bispectrum is given by | 8]

Svxxl A L) =8 HIUA HUY HY 4+ 1 (10)
where
: . 1! .
Hif)=|1+% a;exp(-;ana}J . (11
i

V. Experimental Results

We show experimental tests which compare
their ability to resolve two closely spaced bispe-
¢trum peaks in the bispectral plane. Consider a

signal given by

¥) =Y cos(2rgit +8,) +nld). (12)
[ |

The frequency components of the signal are given
by £ - 031 Hz, g7 014 Hz, g5+ 0.48 Hz, g~
.35 Hz. g-—0.15 Hz and g:= 0.50 Hz. The phase
relations of the signal are given by &+ 6,8,
and -+ 4 -, that is, the former three sinusoids
are correlated and the latter three sinusoids are
afze corrclated, Therefore, two bispectrum peaks
of the signal given in Eq. (12) will appear at (.34
Hz 0.14 Hz) and (0.35 Hz, 0,15 Hzi uni the bisp
ceteam plune, that iso the two baspecira e
gquency courdinates are very close. The Nyguist
frequency is (.64 Hz in these experiments,

The bispectrum 1s obtained by using the follow
mg two techniques: (1} the parametric method
proposed 1n this paper (Method 1), (2} the para-
metric method proposed in 8% (Mcthod (1), The
experiments are carried out for data lengths (L's)
of R192 (ie.. 8k), 2048 e . 2k) and 1024 (e,
Ik and signal-to-noise ratios (SNR's) of 30. 10
and 3 JB. A sample function, of which the length
15 1. of a random process is generated and 1s div-
ided inte M segments for ensembie averaging in
Eq. 1) since the random process is stationary.
Per the number of data points in each segment be
N, that i1s. L=M XN, When we use the AR me-
thods, the maximum model order we can choose
is N-1. that is, the maximum » in Eq. (3) is N-1,
For example, the maximum model order is 63,
when N =64, Since there 1s-not a method to de-
termine the optimum model order in order to esti-
mate the bispectrum parametrically, experiments
are carried out for all model orders ranging from 3
to N-1.

If the SNR is 30 dB and the data length of the
signal 1s 8k {we choose M =128 and N=64 for con-
venience), Method [ and Method [ are able to
resolve these two closely spaced bispectra. [f the
SNR of the signal of which the data length is 8k
is reduced from 30 dB to 3 dB, Method I can re-
solve the two pe'aks in the noisy signal with
model order 30, as shown in Fig. 1{a). Method [l
can also separate the two peaks with model order
61. However, one of the two peaks is much sm-
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Fig. 1. Estimated two closely bispectrum peaks (num-

ber of data length =28k, ¥ =128, N =64. SNR
=3dB): (a) Method T, (b) Method fl

aller than the other peak as shown in Fig. 1(b).
In this example, Method 1l can separate the two
peaks only for model orders 53, 54, 56, 57, 61 and
62, while Method I can resolve the two peaks for
all model orders from 30 to 63.

Next, consider a worse case in which the data
length is reduced to 2k, in this casc, the number
of ensemble averaging to calculate the autocor-

relation function in Eq. (4). M, is reduced from
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128 to 32 and the SNR s 3 dB. Method I can
separate the closely spaced two peaks with model
orders 34 to 50. However, Method [l can not re-
solve the closely spaced two peaks for all model
orders, ranging from 3 to 63, Contour plots using
Method 1 with model order 35 and using Method
II' waith mode} order 57, are shown in Fig. 2(a}

and (b, respectively,

e _peaks]

Fig. 2. Estimated two closely bispectrum peaks (num
ber of data length=2k, M =32, N =64, SNR =
3dB) :{a) Mcthad 1. (b) Method Qi
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We consider an even worse case where the data
length is reduced to lk. In this case, we choose
I6 as M and, therefore, N is 64, at a SNR of 3 dB.
In Fig, 3(a) and (b) are shown contour plots for
Method 1 (model order =48) and Method |l
{model order =44), respectively. Note that Me-
thod I does resolve the closely spaced bispectra,
but with a slight error in the frequency coordinates
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Fig. 3. Estimated two closely bispectrum peaks (num-
ber of data length=1k, 3 =16, N =64, SNR=
3dB) :(a) Method I, (b) Method 1

of the peak. That is, the estimated coordinates
are (0.335 Hz, 0.14 Hz) and (0.35 Hz, 0.15 Hz},
while the true coordinates are (0.34 Hz, (.14 Hz)
and (0.35 Hz. 0.15 Hz). In the case of Method 1,
three peaks are apparent. There 15 considerable
error between the estimated coordinates and the
truye coordinates,

In Table 1 we summarize our experiments in re-
solving two closely spaced peaks in the bispect-
rum using Method 1 and Method 1. Table 1
indicates that Method } and Method H have
somewhat comparable resolving powers for rela-
tively long data records (say, 8k). Moreover, as
data length decreases (say, 2k) the two approa-
ches have comparable performances at fairly good
SNR's {say, greater than 10dB). However, for sm-
aller SNR's or for shorter data records Method [,
proposed in this paper, clearly offers the better
performance.

Table 1. Resolution of two methods for two very close:
ly spaced bispectra

[datalength] M | N | SNR [Method [ | Method I
i R 30dB | YES | YES |
8k |64 128 | 10dB | YES | YES

j | 3B ! YES YES

t| [30dB | YES | YES
k| a2 | 64104 | YES [ NO |
; | 3dB | YES | NO |
| %dB | YES | NO

Ik ! 16 | 64 {10dB | YES* | NO

i 3dB | YES* NO

*The location of one of the iwo estimated bispectrum
peaks is with a slight error (0.005Hz) in the frequency
coordinates of the peak as shown in Fig, 3(a),

V. Conclusions

The results represented in Section [V are not
general since they are based on specific simu-
lation experiments, However, they are useful in
terms of providing some insight into the advan-
tages and limitations of the bispectral estimator
discussed in this paper. On the basis of this initial
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imvestigation. v appeurs that Method | is & par
ticularly useful approach for estimating bispectra
when dealing with relatively low SNR {about 3
dB) and short duration data records (about lk
data points}), On the other hand. when the data
record is not so short and the SNR is not so low,
Method | and Method Tl yield comparable and
acceptable results.

One of the problems of the parametric bispect-
rum estimation methods 1s how to determine the
best model order. This is a particularly challeng-
ing 1ssue when dealing with field test data since
the true bispectrum is not known beforehand.
Fortunately, the hispectral estimation of Method
I appears to be less sensitive to the model order.
The determination of the best model order is one
of the limitations of the parametric bispectrum
estimation method and should be investigated in
the future,
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