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Abstract

The steam generator feedwater and level control systemn is designed by two steps of the feedwat-
er control design and the feedback loop controller design. The feedwater servo system is designed
by the optimal LQR/LQG approach and then is modified by the LTR method to recover the ro-
bustness. The plant characteristics are subject to change with the power variation and these dy-
namic properties are considered in the design of the feedback controller. All the designs are made
in the continuous domain and are digitalized by applying the proper sampling period. The system is
simulated for the two cases of power increase and decrease. From the results of simulation, it is
found that the controller constants would rather be invariable during the power increase, while for
the case of power decrease they should be changed with the power variation to keep the system
stability.
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1. Introduction

The steam generator is one of important equip-
ments in the nuclear power plant. It functions as a
boundary between the primary and the secondary
systems. It is a heat source to the secondary system
and at the time, it is a heat sink of the primary sys-
tem. Therefore the steam generator should maintain
the sufficient amount of water. However too much
water raises the problem of moisture carry-over to
the steam turbine, which is critical to the turbine life.
Because of these problems, limitations are imposed
both on the upper and lower bounds of water level.
But it is very difficult to maintain the steam generator
water level within the permissible span when the pow-
er is low. Particularly during the start up, a great at-
tention should be paid by an operator, and the trip
occurred by breaching the level limitations is one of
main causes of lowering the plant availability. Pres-
ently several systems [1], [2] are developed and in-
stalled to control the level automatically and show a
good performance. They are still PID based ones,
while a number of important issues conceming the
controller design, robustness, integrity and stability
have been addressed by modem control theory.

In the light of control, the steam generator feed-
water and level control system is a kind of regulating
system. The steam flow rate and other feedbacked
signals generate a driving signal which controls the
feedwater flow rate to keep the level constant, and at
the same time it includes the servo system which is
to match the feedwater flow rate to the steam flow
rate. The steam flow rate is not only a command sig-
nal to the system but also is a disturbance to the
steam generator. In designing the feedwater control
system, two points are to be considered. One is the
uncertainty of plant and measurement, and the other
is the limitation on the feedwater valve motion. To
reflect these problems together on design, the opti-
mal design of the LQR/LQG is preferable to the exis-
ting classical design. However, the optimal design

stresses too much the minimization of the perform-

ance index, or cost function, and may raise the prob-
lem of robustness. Therefore, the loop transfer recov-
ery (LTR) method is used in this study to guarantee
the performance robustness.

In should be noted that the thermal-hydraulic prop-
erties of the steam generator are subject to change
with the power variations. As is well known, the feed-
back gain should be decreased to maintain the stab-
ility at low power, while it can be increased to boost
the system speed in high power ranges. In the pre-
vious studies [3], [4], [5], the plant properties were
described in terms of the power at which the transi-
ent starts and were assumed to be constant until the
system reaches a new steady state. But in reality, all
the plant characteristics change with the power varia-
tions, and these dynamic properties are taken into
account in this study. All the designs are made in the
continuous domain and the controller determined in
the continuous domain is converted to the digital
controller. Sufficient consideration is given to the sel-
ection of the sampling period, which is a critical issue
in digital control design.

The contents of this paper are outlined as below.
First, the feedwater control system is designed with
the LQG/LTR method and its robustness is dis-
cussed. Then the plant properties are defined in ter-
ms of power to investigate the dynamic control par-
ameters. Finally, the digitalization of the controller is
discussed together with the results of numerical sim-

ulations.
2. LQG/LTR Design of Feedwater Control System

The steamn generator feedwater and level control
system is described in Fig. | It employs three ele-
ments of steam flow rate, feedwater flow rate and
steamn generator water level. The feedwater flow rate
and the level signals are feedbacked, and are sum-
med with the input signal of steam flow rate to gen-
erate a feedwater conirol signal. In addition, the
steam flow rate, primary coolant temperature and

feedwater temperature act on the steam generator as
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Fig. 1. Steam Generator Level and Feedwater Control
System

disturbance signals. As shown in the figure, the over-

all control system design can be divided into two step-

s, that is, the design of the feedwater station and the
determination of the controller located on the feed-
back loop.

The feedwater control system, dotted part of Fig. |,
is a servo system of which the output of feedwater
flow rate should follow the input of steam flow rate.
The open loop valve dynamics is approximated as a
first order lagger whose time constant is 7, and can
be written in the first order state variables.

Xx=ax+bu, y=cx+du (1)

Since the feedwater station is a servo system, it is

a common practice to introduce an integrator to elim-

inate the steady state errors. By defining the inte-
grator gain as K: and the feedback gain as K, the
feedwater servo system can be converted to the regu-

lation system by variable transformation as follows.
E=AE+Bw, ¢=CE+Dw
w=-KE

where

a b 0
A=[0 O] . B=[b:| . C=[c 0}.and D= [0].
2)
Equation (2) is a regulating system and the optimal
feedback gain can be determined by the LQR (Lin-
ear Quadratic Regulating) method. With the state
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and input weighting matrices of  and R, the ARE
(Algebraic Riccati Equation) is

ATP+PA+Q-PBR'B'TP=0 3)
Q =¢q(C'C]. R=r1

Then the optimal gains of Ki and K are determined

as

K=R'B'P = [Kic-K:a -K:b] @)

The ratio of two weighting matrices has a strong in-
fluence on the system characteristics. For example, as
r increases, a greater penalty is imposed on the input
energy and the system becomes more stable, but at
the expense of slower speed. With the valve time con-
stant of | sec, numerous values of q/r is checked with
respect to various control specifications and traded
off as q=r=L The gains are K=[0.2679 0.7321],
or [Ki Ko]=[1.0 0.7321], and the system poles are
located at [—0.8660+j0.5]. The frequency respon-
ses show that the system has a sufficient phase mar-
gin of 8] degrees, which is the benefit of the LQR
design.

It is well known that the feedwater measurement
has a great uncertainty, particularly at the low power
levels, and the noised signal is not proper to be feed-
backed. In this situation, it is desirable to build an
optimal observer by the LQG (Linear Quadratic
Gaussian) method to estimate the feedwater signal.
But it is necessary to consider the robustness of the
compensator designed by the LQG approach. The
issue is that in any actual situation the plant dynam-
ics may not be exactly known, and there may exist
disturbances in the system. The compensator should
provide not only good performance but also per-
formance robustness in the face of disturbances and
stability robustness in the presence of unmodeled
plant dynamics.

In general, the LQG dynamic regulator has no
guaranteed robustness [6], in contrast with the LQR
regulator which guarantees the robustness with infi-
nite gain margin and more than 60 degrees phase
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margin. Other problems with the L.QG is that it req-

uires statistical information of the noise process, whic-

h is either unavailable or is impractical to obtain in
most cases. However, the robustness of the LQR hin-
ts that by selecting the design parameters of observer
weighting matrices, the LQG can approximately re-
cover the LQR properties. The LQR system is given
by

M(s)=K(sI-A)'B=K®B 5)

where K is the feedback gain obtained from Eq.(4),
and @ is the resolvent matrix

Equation (5} is the target feed loop (TFL) of the
LTR (Loop Transfer Recovery), and the selection of
noise variance matrices of the LQG is made in such
a way that the resulting closed loop system can be
approached to the TFL as far as possible. For the
system with measurement and system noised the

loop transfer function of the LQG is

M(s) o6 =K(sI-A+BK+LC)'LC(sI-A)"B
=Ko, (s)LC®y(s)B 6)
Under the conditions of that the plant, C®y(s)B,
is non-minimum, and E(vv') = Ry=1, Eww")
=Qp= quBT. the following relationship can be de-

rived by the matrix inversion lemma [7].

. -M
Jl_l.noo M(8)Lo6 ($)Lgr (7)

Then by controlling the process noise spectral density
Q. which is a key parameter of the LQG design, the
optimal observer gain is obtained by solving the filter
Riccati equation below.

AP +PAT + g?BBT-PCTCP=0, L=PCT (8

Figure 2 is the Bode diagram of the system for vari-
ous values of Q, and the corresponding system step
responses are described in Fig. 3.

As g or Qg increases, the LQR target feed loop is
recovered. From these results, q is determined as
150 and the observer gain is L={1635 150]. The
phase margin is about 77 degrees and the observer
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Fig. 2. Bode Diagram of LTR for Various Weights
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Fig. 3. Step Responses of LTR for Various Weights

poles are located at [—8.6747 £j8.6458], which
shows a faster speed than that of the system. The
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feedwater controller designed so far, in the form of

transfer function, is

Hs)= 114.1884 s + 150
s+ 18.0814 s + 162.9686

The system properties become different depending
on the location of the controller. In the paralle! con-
figuration, the controller is located on the feedback
loop and in the cascaded configuration, the control-
ler is in series with the plant with the unity feedback.
In general, the cascaded configuration is better than
the parallel one with respect to the tracking capability
and robustness to the system noise. Hence the feed-
water controller is determined to be located in series
with the plant, as described in Fig. 4.

To investigate the robustness of the feedwater sys-
tem designed abowe, a plant disturbance is con-
sidered. Suppose that the ideal plant and perturbed
plant be R(s) and R(s) respectively, then

R(s) = G(S)K(s), R(s) = R(s)D(s) (10)

where D(s) is a disturbance function. As a disturb-
ance function of D(s), a delay function is used in this
study. The reasons of using the delay as a disturb-
ance function are that there is a mechanical delay in
torque transfer, and that this type of disturbance sus-
tains for a long period. Since the effect of pertur-

bation continues for a long time, it is a severer dis-
turbance than the diminishing oscillatory disturban-

ces. The delay function can be put into as

_ 1 2 1 3 1 2
D(s)—l-s‘c+7!(s1:) +§(s1) ---=l—s‘r+2!(sr)

(11)

AW

H(s)

AW; - AL

Fig. 4. Configuration of Feedwater Controller
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Fig. 5. System Margins by Delay Time

Figure 5 shows both the gain margins and phase
margins of the feedwater system for various magnit-
udes of delay time. It can be known that the feedwat-
er system designed by the LTR approach is stable in
face of the disturbance whose delay is about up to
1.5 times the time constant of the original plant. Fur-
ther, since the disturbance is approximated to the sec-
ond order system, Eq.{11} is severer than the actual
disturbance and the actual margin would be greater
with the larger delays than those shown in the figure.

The robustness of the system can also be verified
by modeling the uncertainty. The additive and multi-
plicative uncertainty models are defined as below [8].

Aa(s)=R(s)-R(s), Am(s)=Aa(s)/R(s) (12)

The sensitivity (S), complementary sensitivity {T) and
the inverse difference (J) of the system is given by

S=(+R)!, T=RA+R)!, J=1+R" (13

From the small gain theorem [8], the following con-
ditions should be satisfied to guarantee the robust
stability.

NAm(@s)I < 171, HAas)h< BS™H (14)

This relation is shown in Fig. 6, which describes the
singular values of uncertainty models together with
the size of J and S™! when the delay is 1.5 sec. The
singular values of the uncertainty models shift down-
ward for the shorter delay and the system is robust
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stable for the delay of up to 1.5 sec. Finally the mul-
tiplicative stability margin (MSM) and the additive
stability margin (ASM) are found to be

-1
MSM = (suplT( j(o)|) =1.0021
w

-1
ASM = (sup|S( jco)|) =0.9228 (15)
w

These margins of MSM and AMS indicate the min-

imum size of the uncertainty models which make the
system unstable and are more conservative condi-

tions than the conventional gain and phase margins.

3. System Controller on the Level Feedback Loop

There are four inputs which act on the steam gen-
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Fig. 6. Margins of Uncertainty Models
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erator, that is, feedwater flow rate, steam flow rate,
primary coolant temperature and feedwater tempera-
ture. The open loop transfer function between each
of these inputs and the level is a function of power.
In pewvious studies [4], [5], the transfer functions
were determined by the steady state power at which
a transient starts and were assumed to be constant
during the transient.

The general approach to the control system design
is a trade off the conflicting control specifications
such as system speed and stability. For example, if a
system is unstable, the gain should be decreased to
keep the stability. On the other hand, when the sys-
tem has a sufficient stability, it is desirable to increase
the gain to speed up the system. It is the same for
the steam generator. The steamn generator is unstable
at low power, but becomes more stable with the in-
crease of power. Therefore it may be too conserva-
tive to keep the same control constants during the
power increase because the system shifts into the st-
able region. On the contrary, the system may become
unstable for the case of power decrease since it gets
into the unstable region. On account of these facts, a
controller whose control constants change continu-
ously to reflect the varying plant characteristics dur-
ing the transient is considered, and is to be named
dynamic controller hereinafter.

The overall dynamic steam generator level and
feedwater control system is outlined in Fig. 7. The
system is MIMO (multi input mult output). The
steam flow rate is input to the system as a command
signal and the outputs are power and level. The level
signal is feedbacked and summed with the input sig-
nal. The feedback loop of the feedwater is embed-
ded in the feedwater station. It is to be noted that
the steam flow rate signal goes directly to the steam
generator with other disturbance signals of the pri-
mary coolant and feedwater temperatures. The pow-
er signal changes the characteristics of steam gener-
ator, and the controller is to be modulated by the
power. This relation is described by dotted lines.
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Figure 8 is the same as Fig. 7, but is described in
MISO (multi input single output) by using the trans-
fer function blocks which depend on the power.
AU(s), where i=2, 3, 4, indicates the input signal of
the steam flow rate, primary coolant temperature and
feedwater temperature, respectively, and His) is the
transfer function which corresponds to each input
and is a function of power.

It should be understood clearly that the system is a
regulating system in that the level should maintain
the predetermined value regardless of the input sig-
nal changes. And for a regulating systern, with the
condition of controllability, it is possible to build a
LQR controller which compensates off for the dis-
turbance signals to make the input energies to the
plant zero. However, since the steam flow rate acts
on the plant directly, or physically the steam always
comes out from the plant, it has no sense to com-

ATjw
ATp

i

AWs | | Feedwater| AWt| Plant [Power:
-| Station S/G

Controlier

Fig. 7. Power Dependent S /G Level Control System

ORI A
i=23.4
AW (s) +
—o0——| F(s) H; (s)

T' AL(S)

C(s

Fig. 8. S/G Level Control System Described by Power
Dependent Transfer Functions
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pensate for the input signal by the LQR feedback sig-
nals, and the overall control structure should be such
the one as described in Fig. 8 using a PID controller.

From Fig. 8 the feedwater flow rate to the steam
generator and the level output are

AW (s)F(s)(1- C(s)H,(s))- F(s) O(s)

AW (s) =
£() 1+ F&)H, (5)C(s)

AW (s)(Hy(s) + F(s)H,(s) )+ O(s)
1+ F(s)H,(s)C(s))

O(s) = Tp(s)H3(s) + Tfw{(s)Ha(s) (16)

AL(s)=

The transfer function Hi(s) in the above equations
are subject to change continuously with the power,
and the power should be determined first to obtain
the feedwater flow rate and level. For the numerical
calculations, the relationship between each input and
the power variation has been derived in the form of
transfer function as below.

AP(s)
AUI(8)

Pi(s)= (17)
where i=1, 2, 3, 4 and indicates the feedwater and
steam flow rate, primary coolant and feedwater tem-
perature, respectively.

The thermal-hydraulic code developed in Ref. [3]
is used to determine the P(s). It is found that the
power variation itself is a function of power also. For
example, Fig. 9 shows the responses of power vari-
ation for the unit step increase of the feedwater flow
when the initial power is 5%, 10% and 15%, respect-
ively. The solid lines are results of the code calcu-
lation and dotted lines are by the Laplacian inversion
of P{s). As the power becomes lower, the output re-
sponse gets unstable. In defining P(s)s, which are
summarized in Table |, typical and simple transfer
functions of the first and the second order forms are
used. The more exact description is possible with the
higher order functions, but they introduce the in-
crease of state order and it takes a long time to sim-

ulate.
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Figure 10 also shows the step responses ot power
variation for the feedwater step changes whose mag-
nitudes are 5 and 10 Kg/sec, respectively. The solid
lines are for the case of which the power variation is
feedbacked to recalculate the Pys) (dynamic), and
the dotted lines are for the constant Pys) which is

0.2
R
'S 0.1
s
®
>
2 o
)
o
-0.1 ———— T —
0 100 200 300 400 500
Time, sec

Fig. 9. Power Variation for Unit Step Change of Feed-
water Flow Rate
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determined by the initial power (non-dynamic). For
the case of dynamic, the speed increases with a small
damping. It should also be noted that the output
shapes of the dynamic case are not the same each
other for the different step magnitudes of the feed-
water while the non-dynamic case shows the same

BQ 1.5 N

- p

.0

=

£

5 0.5 -

4 —— Non-Dynamic

& —— Dynamic
-0.5 S ——

0 100 200 300 400 500
Time, sec

Fig. 10. Power Variation for Different Magnitude Step
Changes of Feedwater Flow Rate

Table 1. Transfer Functions Between Various Imputs and Power

1. Feedwater Flow Rate
2
Pi(s)= Kl%
Ki=-1.753-10" p*+9.483-10* p+0.1314,
p<20
=-3.1803-107 p3+3.7698 107 p?
~1.5106-102p +0.2564, p>20

a=-0.001p-0.005, p<5
=-0.002 p, 5<p520
=-0.04, p>20
¢=1.4-103p?+1.5-10%p+0.36 ,
=0.9, p>15
®=234-10"p+0.004, P<20
=0.05, p>20

2. Steam Flow Rate

Py(s)=0.185—2S _  p<is

s+0.05

e
2+2cms+ @2
¢=-0.0022p*+0.115p-0.23
®=410"p+0.04

p>15

3. Primary Coolant Temperature
(a—b)s

(s+a)(a+b)

K3=2.5,

P3(8)=K3
a=0.35, b=a/10, forall power

4., Feedwater

a e—ds

s+a

Ka4=-2.6-10° p*-0.00125p-0.0012, P<1S
= -0.00256 p+0.01225, p>15

a=1.10"p+0.0295 .

P4(s)=K4

for all power

d=0.3p%-8.5p+85, p<I15
=—0.4484 p+30.9, p>15
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responses except the magnitudes. This is because P,

(s) is determined by the initial power and is held con-

stant during the transient for the non-dynamic case.

The controller on the level feedback loop, Cls), is
an ordinary PID controller. But the system speed is
slow enough to neglect the differentiator, and the
controller constants of gain and integration time are
determined as [5]

C(S) _ K(l +T18)

Tis
K=343+385P+02P (18)
T,=641.3-60P +2.1 P?

where P is the initial power. The control constants of
above equation were determined under the con-
straint of that the overall system should have the
phase margin of more than 30 degrees for any initial
power, and the gain can be increased with the pow-
er. However, if the constants are held constant dur-
ing the power decrease, the system gets unstable.
The initially determined gain is too large to maintain
the stability since the plant characteristics becomes
more unstable as the power decreases. This will be

discussed later.
4. Digitalization and Simulation

The feedwater controller and the level feedback
controller are designed in the continuous s-domain,
and it is necessary to digitalize them for the actual
use. The digitalization of the continuous controller
already designed is so called an indirect method.
This method has an advantage of the simplicity, but
since the discretization schemes are always approx-
imations, the resulting digital controller may be differ-
ent from the original continuous one. The degree of

approximation depends on the sampling period whic-

h is a key parameter in converting a continuous sys-
tem to a digital system [9].

The selection of the sampling period, Ts, is made
based on the speeds of the plants which comprise

J. Korean Nuclear Society, Vol. 27, No. 5, October 1995

the system. It is found that the speeds of Hi(s) and
Ps) are very slow, which is the general property of
the thermal-hydraulic processes [10]. For example,
the natural frequency, which is the direct index of
the speed, of H(s) ranges from about 0.01 to 0.5
rad/sec depending on the power. This means that
the system is not so sensitive to the sampling period.
For the case of feedwater station, the Bode diagram
in w-domain indicates that the bandwidth is 1.07
rad/sec, which is faster than Hi(s) or P(s). Therefore,
from the Nyquist frequency condition of Ts<wn, the
upper bound of Ts is determined as about 3.4 sec-
onds.

In general, it is thought that there is no limitation
on the lower bound of Ts, which is not always true. If
Ts is too small, the controllability matrix of the dis-
cretized system may not satisfy the rank condition
and the system properties become different from
those of original system [7]. This is described in Fig.
11 which shows the frequency responses of the char-
acteristic function of the overall system, F(w)H:{w)C(w),
in w-domain for different sampling periods of 0.1, 1
and 5 seconds when the initial power is 5%. The fre-
quency response of the original continuous system is
also drawn on the same figure for comparison. When
the sampling period is 5 seconds, the frequency re-
sponse deviates from the original one at about 0.6
rad/sec, and the larger the Ts is, the more deviations
there are in the high frequency region. On the con-
trary, the small sampling period of 0.1 second shows
a deviation at low frequencies although it conforms
to the original one at high frequencies. As mentioned
above, the actual operating frequency of the system
ranges from 0.01 to 1 rad/sec. Therefore it is plaus-
ible to determine the sampling period as 1 second,
which is used in all the simulations below.

For the simulations, the system described in Fig. 8
is used. All the continuous plants are discretized by
introducing the ZOH (zero order holder) transform-
ation while the controllers are by the Tustin trans-
formation. The calculation procedure is such that the

power at a given moment is obtained first from the
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duplicated scheme of Fig. 8 in which His)s are rep-
laced by Pis)s and then this power is used to deter-
mine the new Hi(s)s and Py(s)s for the next time step.
The overall system is converted to a set of state
equations and the dimension of the system matrix is
19 by 19. The state equations are solved by MAT-
LAB [11] at each time step.

The input conditions are the same as those of
Refs. [4] and [5]). That is, for the power increase
from 5 to 10%, the steam flow rate is increased lin-
early at the rate of 0.273 Kg/sec from t=10 to 70
second, and the primary temperature is increased lin-
early by 0.03°C from t=25 to 70 second and again
by 0.026°C from t=70 to 80 second. There is no
feedwater temperature change in the power range of
510 10%.

Two cases are considered in numerical simula-
tions. One is the case of which that the plants of H;
(s)s and Pi(s)s are subject to change continuously
with the power variation but the control constants of
C(s) are fixed to the values which are determined by
the initial power. This case is to be named semi-dy-
namic run in this paper. The other, which is named
dynamic run, is the case of which the controller con-
stants, as well as H(s)s and P{s)s, change with the
power. The terminologies are explained in Table 2
for the purpose of convenience.

20

Magnitude, dB
n
o

&
o

1%.001 0.01 0.1 1 10
rad/sec

Fig. 11. Frequency Responses of Digital System for Dif-
ferent Sampling Periods
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Table 2. Explanations on Simulation

Simulation Plant Controller
Dynamic Hi(s) and Pis) C(s) depends
are dependent on power
on power (Dynamic Cont.)
Semi-Dynamic  Hi(s} and Py(s) C(s) is constant
are dependent
on power
Hi(s) and Pi(s) Cls) is constant

Non-Dynamic

are constant

Figures 12 (a) through (d) show the variations of
the level, feedwater flow rate, power and controller
gain for the case of semi-dynamic as well as for the
dynamic calculation. Also shown are the results of
the previous study [5] in which the plants and con-
troller were assumed to be constant during the tran-
sient (non-dynamic). First, it can be found that the
peak water levels of both the semi-dynamic and dy-
namic cases are less than those of non-dynamic case.
Those peak values are more realistic since the plants
change in a real situation. Particularly, the feedwater
variation of the semi-dynamic Case shows a miider
response. This is due to the LQR feedwater station
design in which the input magnitude is considered as
a design constraint. The results of dynamic run are
not so good as those of semi-dynamic run, although
they are stable. This is because the dynamic control-
ler gain which is determined from Eq.(18) by using
P(t}, instead of the initial power, increases too much
with the power.

Considered also is the case of power decrease.
The operating input conditions are given as opposite
directions of the power increase. The responses of
both the semi-dynamic and dynamic cases are de-
scribed in Figs. 13 (a) through (d). As is expected,
the results of the semi-dynamic run show unstable
transients. This is because the gain which is deter-
mined at high power is too large to keep the same

margin of stability since the plant becomes unstable
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Fig. 12 (a). Transients of Level Variation, 5% to 10%
Power Increase
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Fig. 12 (b). Transients of Feedwater Variation,
5% to 10% Power Increase

at low power. In contrast with the semi-dynamic, the

dynamic calculation results in better transient char-

acteristics. The minimum water level is less than

—0.2 meter and the feedwater variation is not so sev-
ere.

From these facts, two modes of controller setting
could be proposed. When the power is increased, the
controller constants are to be held constant until a
new equilibrium state is reached, and for the case of
power decrease, the controller should be of a dy-
namic type whose control constants are changed

with the power variation.
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5. Conclusions

The steam generator feedwater and level control
systemn is designed by two steps. The controller of the
feedwater servo system is determined first and then
the controller on the level feedback loop is con-
sidered. The feedwater controller design is made by
the LQR method to consider the constraints on both
the states and the input energy. On account of the
uncertainties of the system and measurement noises,
an observer is constructed by the LTR approach sin-
ce the ordinary LQG method does not guarantee the
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system robustness.

The controller designed by this method shows a
good robustness in the presence of severe system
perturbations. The constants of the controller on the
feedback loop is determined to maintain the same
stability margin for all power levels.

Since all the transfer functions between the input
signals to the steamn generator and the level are sub-
ject to change with the power variations, the relations
between input signals and their corresponding output
of power variation are described in the simple form

of transfer functions. The power variation is then
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Fig. 13 (c). Transients of Power Variation, 10% to 5%
Power Decrease
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Fig. 13 (d). Transients of Gain Variation, 10% to 5%
Power Decrease

used to determine the new transfer functions and the
values of feedback loop controller constants.

For the digitalization of the controller, the sam-
pling period, which is a key parameter of the digital
design, is determined as | second by investigating the
system speed and frequency responses. Two kinds of
simulations are made. The first is the case of which
all the properties of plants are varying with power but
with the fixed controller, and the second is the case
of which the the controller, as well as the plants,
changes with power. From the results of simulation,
it is found that the constant controller is desirable
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during the power increase, but the controller constan-

ts should be changed with the power variation for

the case of power decrease.
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