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Biplot of Ranked Data

Sang-Tae Han! and Myung-Hoe Huh?

ABSTRACT

Ranked data are widely used in the area of social sciences, for in-
stance in polls and preference surveys, in which a number of objects(or
stimuli) are evaluated and ranked by a panel of judges(or subjects) ac-
cording to their preference.

We propose a graphical method for ranked data by quantifying ob-
jects and judges. In a plot for judges, the interpoint distances can
be interpreted as Spearman or Kendall distances between two rankings
given by respective judges. Similarly, we also construct a plot for objects
with a sensible relationship to the previous plot for judges.

KEYWORDS: Spearman-type quantification, Kendall-type quantifica-
tion, Row plot, Column plot, Biplot.

1. INTRODUCTION

Ranked data are one of the most popular types of survey data we see in
our daily life. For example, we rank TV programs, government services, or
consumer products according to the order of their quality. Ranked data drew

attention of many researchers such as Critchlow(1985), Baba(1986), Fligner
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and Verducci(1986), Diaconis(1988), and Chung and Marden(1992) among
others.

Let r;; denote the rank given to the object j(=1,...,p) by the judge i(=
1,...,n), and write R = {r;;}. Although this matrix notation is conventional,
we will use two other coding schemes for ranked data in this study. The first

one is S = {s;;} with n rows and p columns, where
sij =rij — (p+1)/2,

The second one is K = {k;;} with n rows and p(p — 1)/2(= p*) columns which
are arranged in lexicographic order among j = (k, ), 1<k<l<p, where

ki;=1,  if the object & is preferred to [,
= —1, otherwise.

The S notation will be useful for later use of matrix decomposition, since
redundant row averages, (p+1)/2, of the raw data matrix R are removed in S.
We observe that this row centering process is in line with the spirit of Q-sort
methodology(Hair, Anderson, Tatham and Grablowsky, 1979). In Spearman’s
sense, the squared rank distance between two rows(or judges) ¢ and 7' is defined

by

p

2
dzz Zs” s”

i=1

Also, the Spearman rank correlation between two rows ¢ and 7' is given by

1 —6d5(i,i")/p(p” — 1).

On the other hand, the K notation that are derived directly from pairwise
comparison of objects is convenient in computing rank distances in Kendall’s
sense. The Kendall rank distance between two rows(or judges) 7 and ¢’ can be
defined by

| die(i,1) = # {kijko; <0, j=1,...,p"}.
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It follows that

p*

die(i,1) = Y J(kij — kirj)* /4.

=1

And, the Kendall rank correlation between two rows ¢ and ¢’ is given by
1 —4dg (i,) /p*(p” - 1).

The aim of this study is to extend Nishisato’s(1980) quantification method
of ranked data, using Gabriel’s(1971) biplot technique for multivariate data
matrix. Specifically, we will propose a row plot, in which the interdistance
between two plot pointsvcan be interpreted as approximation of the (squared)
rank distance between two rankings given by corresponding judges either in
Spearman’s or Kendall’s sense. Similarly, we will also propose a column plot

for objects with a sensible relationship to the row plot for judges.

2. SPEARMAN-TYPE QUANTIFICATION OF
RANKED DATA

For lower dimensional reduction technique of multivariate data, we will
resort to Lebart, Morineau, and Warwick(1984; Chapter 1). The rows s; of
S can be considered as vectors in R?. Let v be a unit vector in ®?. The
magnitude of projection vector of s; on v is equal to siv. Our objective is to
maximize the sum of squared inner products. Then, the optimization problem

can be formulated as
n
max ;(sgv){", subject to v'v = 1.
1=
Thus principal component(PC) reduction can be derived from an eigensystem
(S'S)v = v, v € RP.
More specifically, the m-th PC score vector for n rows is given by

Tm = SUm,
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where v,, is the eigenvector corresponding to the m-th largest eigenvalue A
of §'S, m=1,...,p; A = 0. So, for the two dimensional display of rows(or
judges), we may consider a plot, say a row plot, of n points from first two
PC score vectors r; versus ry. Then the interpoint distances between two
points in the row plot are approximations of squared Spearman rank dis-
tance between corresponding rankings given by judges with overall goodness-

of-approximation
GOArouzy =1 = ISV = (Giy) Onx(z-2)IIP/11SVI,
where G’(*Q) = S(vy : vg) = (ry : m2). It turns out that
GOArowizy = 1= s+ X} { A+ + M) ={h MY A M+ + X}

with interpretation as a measure of numerical quality of the recovery.
For the plot of columns(or objects), we use the same PC axis vector v and
a group of hypothetical supplementary rows(or judges). Specifically, to locate

the first object for instance, consider (p — 1)! rankings

(1a2735'” 7p)a(1a2)pa"-,3),(173a2,"'>p)7

(1,3,p,...,2),(1,p,2,...,3),(1,p,3,...,2),...,
which give rank 1 to the first object. Then the centroid of these rankings is
given by
e = (L, (p+2)/2,(p+2)/2....(p+2)/2).
When the size p vector ¢; is projected on the PC axis vector v, it is positioned
at cjv. Similarly , ¢; are defined for j = 2,...,p and their projections on v
can be carried out individually. Finally, the p objects can be positioned, say

in a column plot, at
(chv1, € v2), (chv1, €hv2), (cav1,€3v2), - -+, (C;,Ul, C;,U2)-

Here comes a short cut to the computation of row and column plots, via

singular value decomposition(SVD) of the data matrix S. Let

S =UDV',
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where U is the n xp matrix with orthonormal columns, V' is the px p orthogonal
matrix, and D is the p x p diagonal matrix with singular values, /\}/2 > >

/\,1,/_21 > )\;/2(2 0) as its diagonal elements. Then two-dimensional row plot

points are given by the rows of
Gl = S(v1 :v2) = UDV'(vy : v3) = Uy Dy,

where Uz is the n x 2 submatrix of U and D) # the 2 x 2 diagonal submatrix

of D.
For the column plot, first note that

¢=@+2)/2(1,...,1) =p/2(0,...,1,...,0),

and that
Guv=(p+2)/2(1,...,1)v—p/2(0,...,1,...,0)

=-p/2(0,...,1,...,0)v,
since S1 =0 for 1 =(1,...,1), by coding definition, implies that

U'UDV'1)=0 or DV'1=0,

or v;1 = 0for j =1,...,p— 1. Hence the column points for objects in the

two dimensional plot are given by the rows of

[

i | [v1:va) = —p/20,[vy : va] = —p/2[vy & vy

cl

Therefore, two-dimensional column plot points can be obtained from the rows
of

Hiy = Vo),
where V(y) is the n x 2 submatrix of V, with the understanding that the plot
points are directed toward the least (not the most) preference for each object.
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The goodness-of-approximation of the two dimensional column plot is given

by
GOAcizy =1 =1V — Vi Opxtpa) P/ Vil =1=(p=3)/(p— 1)

=2/(p - 1),

where V) is the p x (p—1) submatrix of V. We may notice that GOAq(2) is al-
ways greater than GO A,ou(2)- This fact let us understand that the rows(judges)
are represented with higher accuracy than the columns(objects) in biplots of
ranked data.

The biplot, produced by combining row and column plots, can be inter-

pretable as follows. First, note that S can be expressed as
§ = (UD)V' = (U D)V = GioyHizy
For s;j, the (4,) element of S, we can write
Sijgg£(2)hj(2), i=1,...,TL, jzla-'-apa

where g, and h;'(?) are i-th and j-th row vectors of Gy and H{y. Thus the
raw data elements are recovered by the inner products of row and column plot

vectors.

3. KENDALL-TYPE QUANTIFICATION OF
RANKED DATA

The same idea in Spearman-type quantification of Section 2 can be also
applied to another coding matrix K for ranked data in a similar way. Since K
has n rows and p(p — 1)/2(= p*) columns, the rows of K can be considered as
vectors in R?". Therefore, principal component(PC) reduction of the rows can

be derived from an eigensystem

(K'K)v = M, v e R
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Assume n > p*, for notational convenience, and consider SVD of the matrix
K:

K =UDV',
where U is the n x p* matrix with orthonormal columns, V is the p* x p*

orthonormal matrix, and D is the p* x p* diagonal matrix with singular values,
/\}/2 > e > /\}1,{2 as its diagonal elements. Then two-dimensional row plot

points are given by
(2) = K(v1:v2) = UDV'(v1 : v3) = Uig) Dy,

where Uy is the n x 2 submatrix of U and D,y is the 2 x 2 diagonal submatrix
of D.

In the row plot, interpoint distances are approximations of Kendall rank
distance (up to the scale factor 4) between corresponding rankings given by

judges with overall goodness-of-approximation
GOAroun) = 1 = |IKV ~ (Glyy : Onxo-)IIP/IIE VI,
where G{y) = K(v; : vz) = (ry : 7). It turns out that
GOArouwz) = 1={As+- -+ A}/ { M+ -+ A} = M+l { M+ + )

Next, we will construct two kinds of column plot. We will call these column
plot P* and P. The first one is column plot P* with p* points. In the two-

dimensional P*, column plot points can be obtained from the rows of
Hiy = Vi,

where V{3 is the p* x 2 submatrix of V. The goodness-of-approximation of the

two dimensional column plot P* is given by
GOAwiz) = 1 = IV = (Vigy : Opexoe-a))II”/IIVIP = 1= (= 2)/p" = 2/p".

In the case n < p*, we can easily find out that GO Ao 2) is 2/n instead of
2/p*.
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The second one is column plot P with only p points. Specifically, to locate

the first object for instance, consider (p — 1)! rankings

(1»-'-717_27?“ 1,P)>(17~--»P—‘2,P,P_ 1))(17317— 15p'_2ap)7

(L"'ap—1>pvp_2)a(17'-'ap1p_2ap_1)>(1a"'>p7p_lap_Q)a"'a
all of which give rank 1 to the first object. In the K notation, they corresponds
to '

(1,...,1,1,1),(1,...,1,1,—1),(1,...,—1,1,1),
(1,...,—1,—-1,1),(1,...?1,—1,—1),(1,...,—1,—1,—1),....

Then the centroid of these vectors is given by
a=(1,1,...,1,0,...,0,0,0),

that is, the first p— 1 elements are 1's and remaining p* — (p — 1) elements are
zeros. Similarly we can define ¢y, ..., ¢p.

When the size p* vector ¢; is projected on the PC axis vector v, it is
positioned at ¢jv. Finally, the p objects can be positioned in a two-dimensional

column plot P at
(w1, ¢\ va), (chvn, chua), (Cyvr, chyva), - -+, (u1, Cu2).

Hence the column points for objects in the two dimensional column plot P are
given by the rows of

-
5]

| v ve) = Kifvg i vg] = KV,

¢!
o
where K, is a p X p* matrix and Vjy) is the p* x 2 submatrix of V. Then, the

goodness-of-approximation of the two dimensional column plot P is given by

GOAuzy = 1 = || KV = (K Vigy : Opxpe-2) [P/ I VI



Biplot of Ranked Data

4. A NUMERICAL EXAMPLE

To illustrate the proposed quantification plots, consider a ranked data from
Nishisato and Nishisato(1984) in which 31 judges were asked to rank ten gov-
ernment services(and facilities) according to the order of “being satisfactory”.

The list of services or objects are:

A = public transit, B = postal service,

C = medical care, D = sports/recreational facilities,

E = police protection, F = public libraries,

G = street cleaning, H = restaurants,

I = theatres, J = planning and development,
to which are given the rank 1 for “most satisfactory”,..., the rank 10 for “least
satisfactory”.

Row plot by Spearman-type quantification is shown in Figure 1 with the
goodness-of-approximation 60%. Thus sixty percent of the total variation
among judges is explained by the first two PC axes. Also, column plot by
Spearman-type quantification are shown in Figure 2 with the goodness-of-
approximation 22%. By superimposing the row and column plots, we obtain
Spearman-type biplot of ranked data which is shown in Figure 3.

In Figure 1, the largest cluster of judges is found in the right-side region
along the first axis, of which corresponding position in Figure 2 is assigned to
the object B(postal service). It means that this group of judges agree to put B
as “least satisfactory”. Also, in Figure 1, the second largest cluster of judges
1s located in the upper-side region along the second axis. of judges is assigned
to the object B. So, we interpret that this group of Their opposite position
in Figure 2 is occupied by the objects I(theatres) and H(restaurants). So, we
may interpret that the second largest group of judges evaluate theatres and
restaurants very highly.

Similar interpretations can be made from Figure 4, Figure 5, Figure 6
and Figure 7 which are obtained by Kendall-type quantification. Figure 4, a
row plot with goodness-of-approximation 50%, is similar to Figure 1. As a
matter of fact, the whole configuration of Figure 4 is a reflected version along

447
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the resulting axes to allow viewers for easy comparison with Figure 1. In
Figure 5, a column plot P* with goodness-of-approximation 5%, we observe
that too many points are plotted so that it looks very complex and it seems
difficult to extract meaningful informations. But, Figure 6, a column plot P
with goodness-of-approximation 20%, looks much simpler, so that information
easily comes out. The practical difference between column plot P* and P
is that the former is for all pairs of objects, while the latter is for all single
objects. Figure 7, obtained by superimposing Figure 4 and Figure 6, is a
biplot by Kendall type quantification. In this particular case, Kendall-type

quantification plots are close to Spearman-type quantification plots.

5. DISCUSSION

Nishisato(1980) studied the quantification analysis of ranked data. But,
he did not plot for judges. Also, Baba(1986) proposed a linked rank graph
and a rank graph. The former represents the distribution of rankings, whereas
the latter represents the average ranks and the degree of concordance. These
graphs give us good information about the typical rank of each object, whereas
they are not suitable for the clustering of judges. The method we proposed is
such a nice graphical tool that subjects(or judges) as well as objects can be
plotted to show off mutual relationships. One particular merit in the row plot
is that Spearman’s or Kendall’s distances between rankings given by judges
are approximately preserved. Moreover, the methodology can be used for

segmentation of judges(or observations).
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Figure 1. Row plot for Figure 2. Column plot for
thirty-one judges ten government services
by Spearman-type quantification by Spearman-type quantification
(GOATOW(Q) = 60%) (GOACOI(Q) = 22%)
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Figure 3. Biplot for
evaluation of government services
by Spearman-type quantification.
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Figure 4. Row plot for
thirty-one judges
by Kendall-type quantification
(GOA, pu2) = 50%).

Figure 5. Column plot P* for
ten government services
by Kendall-type quantification
(GOA-iz) = 5%).
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Figure 6. Column plot P for
ten government services
by Kendall-type quantification

Figure 7. Biplot for
evaluation of government services
by Kendall-type quantification.
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