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ABSTRACT

Main purpose of this article is to consider the asymptotic distribu-
tion of the rank transformed F statistic for interaction in a two-way
layout. Some theorems and sufficient conditions are derived to have the
rank transformed F statistic converged in distribution to a chi-squared
random variable with (I — 1)(J — 1) degrees of freedom divided by
(I = 1)(J — 1). These results will be useful for the other theoretical
studies of the rank transform procedure in experimental designs.

KEYWORDS: Two-way layout, F statistic, Limiting distribution, Het-

eroscedasticity.

1. INTRODUCTION

Conover and Iman(1981) defined the rank transformation(RT) as a proce-
dure in which we simply replace the data with their ranks. The entire set of
observations is ranked from smallest to largest, with the smallest observation

having rank 1, the second smallest rank 2, and so on. We then -apply the usual
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parametric tests to the ranks. This rank transform approach provides useful
methods in analysis of experimental designs, multiple regression, discriminant
analysis, cluster analysis, multiple comparisons and so forth, as well as results
in a class of nonparametric methods.

Recently many papers have discussed and extended the applicability of the
RT’s appropriateness in various analysis of variance, basically testing for main
effects. In other words, so far the rigorous treatment of the asymptotic null dis-
tribution of the rank test statistic for interaction was not performed well even
though Thompson(1991) and Akritas(1994) referred to the method detecting
interaction in limited situations briefly. Further Fabian(1991) discusses the
controversial and sometimes conflicting concepts of interaction, which shows
that the concept of interaction is indeed complex, and still open to various
interpretations. Thus one particular goal of this paper is thoroughly to intro-
duce the asymptotic theory for the F' statistic for testing an interaction effect
in a two-way layout without regard to error terms having homoscedasticity or
heteroscedasticity for I blocks, J treatments, and N replications, based on the
ranks of data, in which nonparametric tests have not generally met with much
success.

To begin with, let Xijn, ¢ = 1,....I, 5 =1,...,J and n = 1,..., N,
be independent random variables with the cumulative distribution function
Fy. And define Fi. = (S Fy)/J, Fy = (CL, F;)/1 and F.or H =

(L, Yo, Fij)/1J. Next tojdeﬁne the proposed test statistics, denote Rijn =
R(Xijn) = Tl T S w(Xijn — Ximk), where u(t) = 1 for t > 0 and
u(t) = 0fort < 0. Accordingly denote Rij. = N Rijn, Rio = 211 202y Rijn,
R =YL, vN Ry and R. =¥, 57, TN, Rijn. Finally denote pijn =
Rijn/(IJN+1) and pij., pi..; p.j. and p.. will denote Ry;./(IJN+1), Ri../(1JN+

1), R;j/(IJN +1) and R./(IJN + 1) respectively.
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2. LIMITING DISTRIBUTION OF Fy

The rank-transform F' test is based on the statistic

where Iy = [0, = Tilpis. — pi /I = pi )1+ p../IT)]/[(I = 1)(J — 1)N] and
Wy = [T, Ej:l Szt (Pijn — pij/IN)?J/IJ(N —1)].

First of all to obtain the limiting distribution, E(Wy) followed by E(Iy) of
the statistic Fiy will be provided. Namely when we expand the square terms of
W after subtracting and adding necessary terms, it will be shown that from
Choi Y.H.’s(1994) Lemma 2

E(Wn) ==Y (Vij — Cij), (2.1)

' | 1 J )
and ]\}EEOE(WN) =3 IJZZ(/HdFij) ,

where Vi; = Var(pin) and C;; = Cov(pijn, pijnr) for n # n’. Note that the
expected value of the denominator of Fiy converges to a constant as N — oo.
Next we’ll find the expected value of the numerator of Iy, yielding E(Iy)

in turn.
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Expanding the variances of the first part of (2.2) and adding [T2J2N*/(IJN +
1)2]- YL, ol Hd(F; - F. — F; + F.)}?, which is equivalent to the second
part of (2.2), give

I-1)J-1) &S
IV ISR A
=1 y=1
1 J J,_ Ci i E! Cias Z,I,_ EJ‘_ C i
2 — gt Legt=1 U il=1 2j'=1 Y1’y
+ Z“Z—‘:[ v J T IJ }
12J2N4 I J B ~ e
+(]JN+1)2;§[/H61(E1—Fi.——F.j+F..)] , (2.3)

where Cisijr = Cov(pisn, pigint ), Cisirg = Cov(pijn, prjnt), Cisiryr = Cov(pisns pirgmt),
fori#4 and j #J'.

Now after expressing each covariances of the second part of (2.3) as in-
tegral types in terms of distribution function, we can simplify the results by
combining the same terms in order to generate the following desirable equation

mainly by using integration by parts in several places. Then we can get

1 J N N
772 2WVe — Gt Ty o) N ) |

1 J

ZZZZ/FlmdFm/FIm ‘LJ_ i. FJ+F)
I J B N B

+a1I Y [ HEGd(Fy = Fom Fyt F)

+ 21.] /HdF”/FUd S~ F - B+ F)

I J
—NZZ/ d(Fy — F.— F;+ F.)
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]2J2N3 I J B B ~ 9
+ (]_1)(J_1)(IJN+1)2ZZ[/Hd(F;j—E:—Fj—}-F.)] . (2.4)

i=17=1

Thus, substituting (2.1) into the first part of (2.4) gives

' I J 2 1
Jim E(Iy) =[5 - UZZ(/HCZE'J‘) |- TEN VDR [

I J

2

I J _ _ _
S>3 [ FindFy [ Find(Fy — Fi ~ Fy+ F)

.

I J
+4IJZZ/HF”d(F,]—F1—FJ+F)

=1 j=1

I J
+ QJJZZ/HdEj/ﬂjd(ﬂj —F. - F; + F..)J

) N I J _ B _ 9
+A;1_IEO(]_1)(J_1)22[/Hd(1«“ij—ﬂ.-—F.j+F..)] . (2.5)

Note that the first part of (2.5) is the limit of the mean of the denominator
of Fy, and the additional terms represent a noncentrality factor. The last
term in (2.5) will increase without bound as N — oo unless [ Hd(F;; — F,. —
Fj+ F.) =0 for all 1 and j is true. Further the remaining terms in (2.5) must
necessarily equal zero under the null hypothesis if the limiting distribution of
Iy is to be the usual £ distribution. Hence first of all from (2.5) we can derive
the null hypothesis [ Fi.d(F;; — Fi. — F; + F.) = 0 for all ¢, j, [ and m which
implies [ Hd(F;; — F;. — F; + F.) = 0 for all ¢ and j.
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Lemma 1. [ Fid(F;; — F:. —F;4+F)=0forall,j,land mis equivalent
to fF[md(E] — Fiyy — Fy; + Fi/]‘/) 0 for all 7, 7, ¢/, 7', 1 and m, where 7/,
I=1,...,]and j', m=1,...,J.

Proof. Since [ Fi.d(F;; — F.. — Fj + F.) = 0 implies [ FimdFy; =
[ Fimd(F:. + F; - F.), it follows that

/Flm i3 1] F‘i'j + Fi'j')
= / Flmd(pi. + F.j — F) — / Flmd(F, + F.jl — F)

— /Flmd(Fi/. + F.j — F) + / Fzmd(pi/. + Fj/ — F) = 0.

Conversely, since [ Fi,d(F;; — Fiy — Fuj + Fu;) = 0 implies [ FindFy; =
[ Frmd(F;j0 + Fyj — Fujr), it follows that

/Fzmd(Fij - F,'. —_— Fj + F)
= /Flmd(Fij’ + Fy; — Fujr) — /Fzmd(Fij' + Fu. — Fuj)

/F‘lm F +Fz’] E’] +/F‘lm "|"F —E’])_
This completes the proof.

Traditionally two factors are said to be interact if the difference in mean
responses for two levels of one factor is not constant across levels of the second
factor. Thus [ Fimd(Fij— Fijj—Fy;+Fuy) = 0foralle, g, ¢, 3', l and m satisfies
the rank analogue of the definition of no interaction since [ Fi,d(Fi; — Fijr —
Fuj+Fyjr) = EFzm(Xij)—EFlm(Xij:)—EF;m(ij)-l—EFzm(Xi:j:) = 0. In other
words, P(Xim < Xij) — P(Xim < Xij) — P(Xim < Xi;) + P(Xim < Xitjr) =0
for all ¢, 7, ¢/, 7/, [ and m.

In essence, here note that from Lemma 1, the hypotheses which are more

interpretable can be derived as follows.

/F,m i — Fiyo — Fuj + Fap) = 0 for all 4,5,¢',7', land m.  (2.6)
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H, : /Emd(ﬂj — Fijo — Fuj + Fyji) # 0 for at least one 1, 5,4', 5/, and m.

Further from (2.5) we can establish the first necessary assumption which
is used in the derivation of the asymptotic distribution of the test statistic.

Namely the first assumption to be used is
Sy / HF;d(Fy; — F.— F; + F.) = 0. (2.7)

Now under the null hypothesis (2.6) and the condition (2.7), we can say that
E(In) converges to 1/3—(1/1J) YL, Y7 (f HdF;;)? from (2.5). When sum-
marized, E(Iy) — E(Wy) = O(1/N) under the null hypothesis (2.6) and the
assumption (2.7). By combining (2.1) and (2.4) and since Wy converges in
probability to a positive constant which will be shown in Theorem 2, we can
say that E(Fy) =1+ O(1/N).

Meanwhile, the second assumption to be used to have % = limy_ o L,
a1 Var(pij. — pi /T — p.i. /DI /IIN = imy—oo[Var(pij. — pi./J — p.i./ )]/ N =
(I =1)(J = D/1]) - [1/3 = (1/1T) Ty iy (f HAF)? s

2/ i — Fi— Fj+ F)(Fujo— Fu. — Fy+ F)dH
- [Ver(05) - 5 S va(rx,)
- = Z Var(H(Xi;)) + Var(H(Xz;))
——EVar( v5)) + Var (H(X;;))

_ _Zvar( ) + Var(H( 1’1’))] =0,

i=1

for all 7, 7,7" and 5. (2.8)
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Thus 0 < 02 < (I —1)(J —1)/31J exists, and we can show that a condition
of Hajek’s(1968) Theorem 2.1 is satisfied. Namely with the assumption (2.8),
Var(pij. — pi./J — ps. )T+ p../1J) = No® — 0o as N — oo, and max(cijn — é)?
exists because c;;, does not depend on N or IJN; that is ¢;j, = ¢; for all ¢ and
j. Therefore Var(pij. — pi/J — pj./T + p..[1]) = No?® > K, - max(cijn — ©)°,
which entails max, |[P(R — ER < zv/VarR) — ®(z)| < ¢, where R = pjj. —
pi.)J —pj )T+ p../1J and @ is the c.d.f. of the standard normal distribution.
Hence it follows that each N=Y2(p;;. — pi../J — pj /I +p../I1J), fori=1,...,1

and j = 1,...,J, converges in distribution to a normal random variable.

Comment 1. The assumption (2.8) which is applicable to a two-way layout
is simplified to [(Fy; — Fi. — F,;+ F.)?dH = 0 for all ¢ and j, the assumption
(2.3) of Choi Y.H.(1994), in case of a 2 x 2 factorial design which is just a
special case of a general two-way layout from Lemma 2. Further note that
when there are no main effects( Fi; = Fyj for all 4, j, ¢’ and j') or if and
only if there is one main effect in a two-way layout in which sampling is from
populations with equal variances and having shift of means(X;;n ~ (pij,07)
and Fj; = Fi. or Fj; = F; for all 7 and j), the null hypotheses (2.6) and two
assumptions (2.7) and (2.8) are all satisfied. In addition, when both main
effects are present(F;; # F;. and Fij # F; for at least one ¢ and j) in a general
two-way layout, the assumption (2.8) is necessary in the derivation of the

asymptotic chi-squared distribution of the test statistic.

Lemma 2. If we have a linear model in which sampling is from populations
with having shift of means and equal variances, Xijn = b+ i + B+ vij + €ijns
then the assumption (2.8) will be satisfied if and only if there is one main effet

such as treatment or block effect.

Proof. If variances are identical for all i and j, the assumption (2.8) is

simplified to [(Fy; — Fi. — Fi+ F)(Fuy - Fu.— F; 4+ F)dH =0 for all 4, j,

i and j' which implies Fi; — Fi. — F'; 4+ F. = 0 or Fyj — Fi. = F + F. = 0 for
all ¢, j, ¢ and j' which in turn implies that Fi; = F,. or F;; = F; for all ¢ and
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Therefore we can conclude that the assumption (2.8) is true if and only if
Fij=F,.or F;; = F, for all  and j. In other words, (2.8) can be satisfied
if and only if there is one main effet such as treatment or block effect. This
result agrees with that reported by Thompson(1991).

In conclusion, let Fy = o - Qn/[Vn - ({ — 1)(J — 1)]. Then the main
result of the first theorem reveals that under the null hypothesis the statistic
@~ has a limiting chi-squared distribution under the additional assumptions
(2.7) and (2.8). The second theorem shows that under the null hypothesis
and the condition (2.7), Viy converges in probability to a positive constant.
The third theorem shows that the statistic Fly converges in distribution to
an (I —1)(J — 1) degree of freedom chi-squared random variable divided by
(I —=1)J —1).

2.1 Limit Theorem 1 for Qu

Theorem 1. Let X;;,, i =1,...,1,7=1,...,J and n = 1,..., N bein-
dependent random variables such that R;;, represent the corresponding ranks.
Further let p;j, = Ry /(IJN + 1). Then under the null hypothesis (2.6) and
the assumptions (2.7) and (2.8), the statistic

I J
b Py ey
Ow = IJNo?

has a limiting distribution as N — oo that is chi-squared with (I — (J -1)

degrees of freedom, where

exists.

Proof. First note that o? can be expressed as o2 = [(T — 1)(J — 1)/1J] -
1/3—=(1/1J) L, le(f HdF;;)?*]. Now suppose the following vector

" P1.  pi1. . P pr.  pg. . p.7
L P Y . o
[ R A AR Sy Sty i JJJ
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Under the null hypothesis (2.6) and the assumption (2.8), we can say that the
covariance matrix of S* is No2D, where D = ||dijirjtl|, dijarje = 1if 1 =1" and
j=7 dijay = -1/(J=1)ifi =1 and j # ', dijwy = -1/(I = 1) if £ # 7
and j = j', diji; = 1/(I — 1)(J — 1) otherwise. Then we can establish that
S = §*/+/N has a I J-variate normal limiting distribution.

Next let A*, ¥ and A be IJ x IJ matrix whose rows and columns are
indexed by the ordered pairs (7,7) and (I,m), where the second index, 1 <
j,m < J, runs faster than the first index, 1 < i, < I. In addition, let
8(i,1) = 1 or 0 as to whether ¢ = [ or 7 # [ and define A™ with elements
6(3,)8(j,m) — [1/1)0(j, m) — [1/J16(,1) + 1/1J. Further define X and A as
[[Jo2/(I —1)(J —1)]- A" and [(I — 1)(J = 1)/IJo?] - A" respectively.

Note here from the fact that A* is idempotent and symmetric, AY =
A" A* = A*. Thus (AX)(AX) = A* - A* = A* = AX, which satisfies the
condition(AYX is an idempotent matrix) of Graybill’s(1976) Theorem 4.4.3.
Further note that p = Rank[AX] = tr[AX] = tr[A*] = (/ —1)(J — 1). Finally
S'AS is identical to Qn. Therefore Qn will converge in distribution to a

chi-squared random variable with (I —1)(J — 1) degrees of freedom.
2.2 Limit Theorem 2 for Vy

Theorem 2. If Hy in (2.6) is true and if the condition (2.7) and (1/M) oM
p? < Ko, M = IJN, hold, the estimator

I J N

-1 - 1);; Z_:(Pijn - %)2
W = I2J3(N — 1)

is unbiased for

and Vi converges in probability to g% as N — oo.

Proof. i) From (2.4), we note that under the null hypothesis (2.6) and the
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condition (2.7),

) _ 1) I J 0 1
N = J2J2 ZZ(V’J = Ci) + (N)

i=1 5=1
And we obtain

NI J
) = L= S 5w, - o),

i=1 j=1

Thus E(Vn)—0% — 0 as N — oo, which establishes asymptotic unbiasedness.

ii) Now to establish weak consistency, note that

AR CEL) 55 5 SE WL 5 ) e S
N I2J2 i=1 j=1 n=1 v 1=1 j=1 N(N - 1) .
Furthermore from Hajek’s(1968) Equation 2.22,
(I —1)( J
Jim Vi = 2 =y / fdt - 33 ([ Har,)’
oo i=1 j=1

Therefore Viy converges in probability to a constant ¢? provided in Theorem
1.

iii) However from the condition that for every My there exists K such that
(1/M)S M p? < K, for all M > M,

(I—-l)(J ~1)(J-1)N

2 .
I2J2(N Z IJ(N —1) Ko.

Thus Vi is bounded from below by zero and from above by [(I — 1)(J —
L)N/IJ(N - 1)] - Ko.

iv) Overall since E(Vy)—0% — 0as N — oo, Vv converges in probability to
a constant and is bounded from below and above, it follows that Vi converges

in probability to o2
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2.3 Limit Theorem 3 for Statistic Fly

Theorem 3. Under the conditions of Theorem 1, the statistic Fiy converges
in distribution to an (I — 1)(J — 1) degree of freedom chi-squared random

variable divided by (I — 1)(J —1).

Proof. Using Qn and Vi defined in Theorem 1 and Theorem 2 respectively,
we have Fy = o2+ Qn/[Vw - (I — 1)(J —1)]. Now Theorem 1 provides that
@n converges in probability to X?I—l)(J-l)' Theorem 2 says that Vj converges
in probability to the o defined in Theorem 1. Since the numerator converges
in distribution, the ratio converges in distribution to X:(ZI-I)(J—l) by Slutsky’s

Theorem.

3. CONCLUSIONS

First of all when there are no main effects without any limitations or if and
only if there is one main effect in a two-way layout in which sampling is from
populations with equal variances and having shift of means, then under the
null hypothesis of no interaction the rank transformed [ statistic converges in
distribution to a chi-squared random variable with (I — 1)(J — 1) degrees of
freedom divided by (I — 1)(J —1).

Secondly when both main effects are present(F;; # Fi. and Fy; # F; for
at least one 7 and j) in a general two-way layout with error terms having
heteroscedasticity, then under the null hypothesis of no interaction and the
assumptions, which are provided as equations (2.7) and (2.8), the rank trans-
formed F statistic for interaction converges in distribution to an (I —1)(J —1)

degree of freedom chi-squared random variable divided by (I — 1)(J = 1).
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