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Relations between the Lagrange Multiplier Tests
and t-statistics for Seasonal Unit Roots

Young Jin Park and Sinsup Cho !

ABSTRACT

The Lagrange multiplier test statistics for seasonal unit roots are
derived and the asymptotic distributions of the derived statistics are
obtained. The relationship between the derived LM test statistics and
the “DHF” type regression t statistics are shown.

KEYWORDS : Seasonal unit root, Deterministic trend, Brownian
motions, Lagrange multiplier test.

1. INTRODUCTION

Consider a seasonal time series model of the form

Yo=pYate, (1.1)
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where the ¢, are independent random variables with mean 0 and variance ol.

Under the null hypothesis Ho : p = 1 in model (1.1), we first consider the
alternative H, : |p| < 1. In general, we also consider the following models with
the possibility of a mean and seasonal trends.

Vo= atpYiaten (1.2)
d

Y, = Z ajéjt + pY;_d + &4, (13)
r=1
Jd

Y= Z(aj + B;7)6jt + pYi—a + €1y (1.4)
Jj=1

where 7 = [(t — 1)/d + 1] with (2] denoting the largest integer no larger than
z, and §;; are seasonal dummy variables such that

5jt={1 if j =t (mod d)
0 otherwise.

We shall study the Lagrange Multiplier (LM) test of the hypothesis that
p = 1 for model (1.1) and the LM tests of the hypothesis that p = 1 and the
nuisance parameters are equal to zeros for models (1.2)-(1.4). For the test of
hypothesis Hp : p = 1, Dickey et al. (1984) suggested regression ¢ statistics,
4, 5y , and 7,4, for models (1.1)-(1.3), respectively and Cho et al. (1995)
suggested T for model (1.4).

Since Dickey and Fuller (1979) proposed regression ¢ statistics for test-
ing the nonseasonal unit root, Solo (1984) and Guilkey and Schmidt (1989)
obtained the corresponding LM test statistics and showed the relationship be-
tween the regression t test statistics and the LM test statistics. In this paper we
derive the LM test statistics for models (1.1)-(1.4) and obtain the asymptotic
distributions in terms of the functionals of Brownian motions. The relation-
ship between the derived LM test statistics and the corresponding regression
t statistics are shown.

2. LM TESTS FOR SEASONAL UNIT ROOTS

The LM test statistics for the null hypothesis p = 1 for models (1.1)-(1.4)
can be derived following Solo (1984).
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Let the parameter sets @] = (p), ) = ( a,p ),04 = (ay,...,aq,p )
and O} = (u,...,aq4,B4,...,84,p ) correspond to models (1.1)-(1. 4), respec-
tively. The LM calculatlon is based on the approximate log-likelihood function

1 &,
L(@,) = 2—03 ;Et
and LM; statistics for models (1.1)-(1.4) are defined by

9L(6:),
00;

where J; = —02L(0,)/00,00..

Now we derive the LM test statistics and their limiting distributions for
models (1.1)-(1.4).

Since 9L(0;)/0p = TY,_a(Y: — pYiy) = T Y, 4e, and  3L%(O;)/0p? =
> Y2, under the null hypothesis p = 1, the LM statistic for model (L.1)is

11 218

LM, = T (e

fori=1,...,4 (2.1)

LMy = (L e/ S V2 (2.2)

The limiting distribution of LM; can be easily obtained using Chan and Wei
(1988) as follows with n = md,

d d 1
LMy 5 (W07 = 1)/28) 3 [ Wiy, (23)

where W;(r) are independent standard Brownian motions.
For model (1.2) we obtain

LMz = A2/B2, (24)

where
n n

Az = n( Zstyt d QZ&ZYt—dZSth—d‘F(EEt Z t—d»
t=1 t=1 t=1 t=1

=1 t=1 =
'ﬂ
z Z Yi_a)?,
- =1
and its limiting distribution

LM, £ C,/D,, (2.5)
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where
CQ—d{Z }2-—2EW(1 2_:/ W(v)drzﬂl_;——

+{2Wj(l)}22/ W;(r)¥dr
D; = dE/ W;(r)*dr — {Z/ W;(r)dr}?.

i=1
Details of the derivations of (2.4) and (2.5) are given in the Appendix.
Similarly for model (1.3),

ooy

m-—

1
3 =2 — 2 E(e-nas; + Ao/ B,
m t=1

i=1

(2.6)

where
m-1 m-—1

d
= {Z E(t-1)d+j Z Y(t 1)d+1}

1=1 t=1 t=1
d m-1

—2) (D Et-1)d+i Z Y- 1)d+J)ZEth d+ (Zeth 4)%,

j=1 t=1
1 m— 1

B3 = ZYf—d E —(Z Y(t l)d+] ,

t=1 j'-l t=1
and its limiting distribution

d
LM, = Z W;(1)? + Cs/ D3, (2.7)

J=1

where
d

= (W) [ witriary?

= d Ww.(1\2 _
~2 30 | e e

03_2/ Wi(r 2dr—}:{/ W;(r)dr}?.

I=1
Details of the derivations of (2.6) and (2.7) are also given in the Appendix.

Finally for model (1.4), which is the most general one, since it allows differ-
ent mean and deterministic trend for each season, we derive the test statistic
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LM, and its limiting distribution,

d m-—1

d m-1
LMy =3 a( Y epmnar)? + 3 ¢ Z te(e-1)a+;)’
i=1  t=1 J_1
d m-1
- E?b Z 6(t ~1)d+j Z t€(¢ 1)d+j + A4/B4, (28)
=1  t=1
and ’
e d d 1
LMy = 3 aW;(1)* + 3 12(W;(1) - [ Wi(r)dr)?
=1 =1 0
dJ J .
- LW - [ Windry+CyD., (29)
—
where
d m-1 m-1
A4 = {Z e(t l)d+1(_a Z Yit 1)d+; + b Z tY(t—l)d+])}
7 t=1
m-—1 m-1

+
[:a i
[~ S

te(t-1)d4;(b Z Yi-1)as; — ¢ Z tY(e-1)as;)}

—
o
i

-

+
—~
M= 5
1
o
X
au
A
[~

~

&
-1
]

3
L

m—1

m—1
E(t-1)d+i(—a Z Yie-nyar; + 0 Z t¥(e-1)d+;) }

“
o
Il
-

M&.'."

{

m—1

+2 {Z E(t-1)d+;(—a Z Y- 1)d+J+bE tY (- 1)d+1)}z€th d
j=1 t=1 t=1

M1

t€(t 1)d+; (b Z Yii—1)dsj — ¢ Z tY(t-1)a+5)}

S
1
-

i M=

3
L=

m-1 m-—1

te(t-1)a+;(b Z Y- 1)d+j — € Z tY(t-l)dﬂ }Zeth dy
t=1

t=1

%
-
1

o
N
-

3 I
L

d m-—1

Yit-nyas; — 2 Z Yieo1)ar;)?

i=1

I
]
.Mﬁ- )

[N
Il
a -
g
]
—

d

m-—1
+ 225 Z tY(t-1)d+; Z Yio-nyasi — D (. tYie-1)a+i)%

i= ij=1 t=1

a= 2(2m+1)/(m+1)(m+2), b=6/(m+1)(m+2),
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c= 12/m(m+1)(m+2),
d 1 1
C = {‘);14/]'(1)(—4/0 Wj(r)dr+6/0 rWj(r)dr) 2

d 1 1 1
HY (WJ-(1)—/ Wi(r)dr)(6 [ Wilrydr =12 [ W, (r)dr)

i Z LGt
12 Z_:wj(n (—4/0 W}(r)clr-{-ﬁfolrwj(r)dr) }
d 1 1 1
5 Wi - [ Wi(r)dr)(6 [ W(r)dr =12 [ rWw;(r)dr)}

L W(1) -1

d ‘ 1 1
+2{) Wj(1)(—4/o Wj(r)dr+6/0 rW(r)dr }

d 1 1 1
+2{§(WJ~(1)—/0 Wj(r)dr)(ﬁ'/o W;(r)dr — 12/0 rW;(r)dr)}

(1)? -1

d
%%
{Z ! 2 }2’
Jj=1
and

Dy = é/ol Wj(r)2dr—é:l{/ol Wj(r)dr}2—3i{2 /01 er(r)dr—/Ol W, (r)dr}2.

Details of the derivation for LM, are also given in the Appendix.

3. THE RELATIONS BETWEEN “DHF” TYPES
AND LM TYPES

For the nonseasonal case, Solo (1984) showed the relationship between the
LM test statistic and the regression t statistic derived by Dickey and Fuller
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(1979). In this section we obtain the relationship between the LM test statis-
tics derived in section 2 for models (1.1)-(1.4) and the regression t statistics
by Dickey et al. (1984) for models (1.1)-(1.3) and T statistic for model (1.4)
by Cho et al. (1993).

Theorem 3.1. Let LM; satisfy (2.2), (2.4), (2.6) and (2.8), respectively.
Then we have

d
LM, = 435 +d7 (3 W;(1)}?, (3.2)
i=1
d
LM3 = +3d + Z Wj(1)2, (33)
=1

and

LM, =T?*+4 i[Wj(l)2 - 3W;(1) /01 W;(r)dr + 3{/01 Wi(r)dr}?], (3.4)

i=1

where 73, 77, and 7,5 are the regression ¢ statistics for models (1.1)-(1.3),
respectively and T'is in Cho et al. (1995).

Proof. Details of the derivations are given in the Appendix.

It can be shown that, for d = 1 the results of Theorem 3.1, (3.1) and (3.2),
are the same as those of Solo (1984) in the regular case.
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APPENDIX
We choose an appropriate diagonal matrix Di, to derive the LM; for
i=1,...,4. Then LM, defined in section 2 can be constructed as follows.
oL - oL 1
;= (Dinz5) (DindiDin inas-) = PIQT P
LM: (Dzn aez) (DmJ D ) (D 8@,) zQz P,

For model (1.1) if we choose Dy, = n~! then the derivation of (2.3) and
(3.1) is straightforward.
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Model (1.2)

Since aL/aa = E?:l €ty 82L/aa2 = n, 6[’/8/9 = Z?:l EtK—da
O’L[0p* = Y, Y2, and  *L/dpda = T Y, 4, if we choose
Dsn = diag( n™Y/2 n=1), then

LM2 - P2'Q2_1P2,

Py=(n12Y¢ nt Y eYia),
i=1 t=1

Q — ( 1 n_3/2 Z?:l )/t—d)
ERRANIRE 0 AFIRN) S I &
Using Chan and Wei (1988), we can show that

(Z?:l fth—-d)z/"2 -2 Z?:] £t Z?:l Y 4 Z?:l Eth'—d/"3 + (Z:?=1 Et)2 Z?=1 Yﬁ.d/n3
L1 Y2 /02 — (T, Yiog)?/nd

where

and

LM, =

- ¢,/ D,,
where

2 d 2 1

Cz—d{z _zzw z/ wirar o AL )

d d .
HE WY [ witrydr
J=1 =1
and

d . d .
D, = dZ/o Wi(r)2dr — {Z/ W;(r)dr)2. (A.2)

To derive the relationship between LM, and the studentized regression statistic
7,4 of Dickey et al. (1984), from (A.1) and (A.2) we obtain

{85 (W(1)? = 1)/2 - 72 W(l)Zd 1Jo Wi(r)dr)?
dld i1 Jo Wi(r)2dr — {T, 3 W;(r)dr}?]
{Zd-l W(l)}’Zf lfo Wi(r)*dr — d“{Z Wi} {E5 Jo Wi(r)dr}?
Sie1 Jo Wir)2dr — {22, fo i(r)dr}?

C2/D; =
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{4 Wj(l)} [0 Jo Wilr)2dr —d 1{2 1 Jo Wi(r)dr}?]
1f0 W;(r)3dr — {ZF 0 W;(r)dr}?

= fuat
= 724 d“{z W;(1)}

where 7}, is defined in Dickey et al. (1984),

2 dZ 1 j(1)2“1)/2"2?=1 W;(1) ?:1 fo1 Wi(r)dr
Tud = T RAd T [IW,(rdr — {T, i Wi(r)dryie

Model (1.3)

For the derivation of (2.6), (2.7) and (3.3) we use L/0a; = 3_i%) €t—1)d+j>
O*L[da% =m, OL[0p=3i_;¢&tYi-a, 0?L[op* =51 Y2, O'L/0a;0c) =
0, for j # k, and ?L[0pOa; = Lo, Yi-1)d+j» and choose Dj, =
diag( n=2, ..., n~Y? n~'). Then

LM = P,Q3'Ps,

where
P:; = ( n—1/225(t—1)d+17 ceey n_l/zzt‘(:-l)dm, n~! ZEth—d )s
t=1 t=1 t=1
and
n~lm , n=3/2 Yoty Yie-1)d41
0 . 0
Qs =
n~lm n=3/? PO t 1)d+d
n=3/2 Z?=1 Y(t-—l)d+1 ... n72 Z?:l Y(t—l)d+d n~? Zt_l Ytz-d
Thus
d_ ,
LM3 = E—(Z% 1)a+i)’ + [—ZYt a—
i=1 t=1 m -y =1

1

[ 5= Z (E 5(t—l)d+jZY(t—1)d+j ) }
=1 i=1 t=1

n°m
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Z(Zs(t 1)d+JZY(t 1)d+J)Z€tY; d+ Zath d)

1=1 t=1

—‘»fjwj +[Z/W 2dr—2{/w (r)dr}?)!

J=1

n2m

d
W) [ Witryar

d 1 _
23w [y UL + B =Ly

e o LS W) 3 Wi(r)dr — ,1( ( —1)/2}2
= L S e ST T AT

where 7., is defined in Dickey et al. (1984),

b - S WHll) g Wi(r)dr — S, (W0 = 1)/2

I A Wi — S S W (rdr e

Model (1.4)

We have to show that (2.8), (2.9) and (3.4) hold. Using 9L/0aq;
Liz1€u-na+s,  0°L/0al = m,  OLJOB; = ST, teqoyas;, 9211/35]2
m-(Tn + 1)(2m + 1)/67 aL/ap = Z?:l et)/t—d’ azL/ap Zt 1 Yt2 d1
0*L/da;0a; = 0, 9’L/0B;0B, = 0, for j # k, 62L/8aJBBJ = m(m +
1)/2, 82L/0p5a] = 2i=1 Yie-1)a4s, and 62L/8p6ﬂJ 21 tYeonyayy,  if
we choose Dy, = diag( n™V2, ..., np~V2 n=3/2

n-3/2

, n71),  we obtain

LM, = P{(D,,JsDy,) ' Py,

where

m m m
P‘; = ( n~1/2 Z E(t-1)d+1, -+, n~1/2 Z E(t—1)d+d» n=3/2 Z t€(t—1)d+1, <y
t=1 t=1

t=1
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m n
n 2N tenyaras N ZEth d )

t=1

A B D
J4 - B C E 3
D' E F

where A = mI, B =(m+1)/2I, C = m(m+1)(2m+1)/61 I is an identity
ma,trix with dimension d, D’ = ( E,_l Yi-1)d41s - 2otei 1 Yie—1)dtd )s
_(Et =1 th =1)d+1y --» Zt =1 th 1)d+d) and F = Et 1Yt2d
A computation of J;! is given in the Appendix of Cho et al. (1993). Thus
LM, is evaluated as Pj(DanJsDan)” 1p,. That is

and

d d m—1
Z a €(t—1)d+j)2 + Z e( Z t5(t—1)d+j)2
] =1 j:l t=1

m—1

2217 Z E(t—1)d+j Z te(e-1yd+; + A4/ By,

j=1 t=1

m—1

where

m-—1 m—1

d
2{2 Et-1)d+i(—a 2 Yie-t)a+; + b Z t¥(e-1)d4i)}’

1 m—

=1
m-— ™m —
Z (t-1)d+j{ Z (t=1)d+; — Z tY(i-1)a+5) )

+n'2
+n~ 2(2 &1Yi-a)?
t=1

d m-1

22{2 E(t-1)d+;(—a Z Yie-1)aes + 0 Z tY(—1)d+;) }

j=1 t=1

p—l

m-— m=1 m-—1

d
Z {D_ teqe-1a+s(b ): Yii-n)asj — ¢ Z t¥{e-1)a+)}
Jj=1 t=1 t=
-1

t=

m

d -1
- { et-1)a4i(—a Y Ye-na+; + b Z tY(-1)d+5) }Z&Yi d
=1 t=1 =

=1

.

-1 m—

d 1
"2y LY teqonyass(d Z Yii-1)a+; — € Zl tY(e—1)a+i)} z;z‘ith—d,
t= =

=1 1 t=1

S

-
1

.
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d m-1 d m-1
—92 -
n Z Y(t )d+j — 22 Z (t-1)d45)
j::l t=1 i=1 t=1

- m—1 d m—1
+n7? Zgb Z tYimvyars D Yimnari = n 2D e( D tYoayari)?,
1=1 t=1 t=1 =1 t=1

where a =2(2m+1)/(m+1)(m+2), b=6/(m+1)(m+2) and
c=12/m(m + 1)(m + 2).
The limiting distribution for the LM, is is given by

LM, £, Z4W(1 +z12{W(1) / W, (r)dr)?

1=1 1=1

d 1
=2 2W W) - [ Wi(r)dr} + Cuy Dy,

where

= fj W;(1)( 4/W dr+6/rW )dr) 12

+{E (W;(1) — /W dr(6/ W (r) r—12/ rW(r)dr) 12

P L

=1

Q.

+2{ L Wi(1) (4 /01 W, (r)dr + 6/01 rW,(r)dr) }

(W0~ [ W6 [ Wiesir 12 [y

1

d 1 1 d . 2 _
+2{Z Wj(l)(—4/0 I/Vj(r)dr+6/0 er(r)dr)}{Z KJ—(%——}

d 1 1
+2{Z(Wj(1) - / W6 [ Wridr —12 [ ey}

1

{Z

i=1
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d 4 W;(1)? -1

Zw,u 4/ W, 7)d1+6/ rW,(r)dr) +Z

d

SW ) —2 [ Wi(rar)

J=1

{W]-(l)—-6(2/01 rW’j(r)dr—/ol Wi(r)dr)} — 1] J?

d
+Z (W( —/ w,-(r)dr)(ﬁ/ Wj(r)dr——l‘Z/ rWi(r)dr)
- 0 0 0
1
[ 5

and
D ; 1VV 2d d 1W d2‘3d‘71ﬂ/ l IVV ir}?
e= 3 [ w3t [ W3 32 [ W= [ Wy

Hence

LM, =T?+ 42[ W,(1)? — 3W;(1) ]01 W, (r)dr + 3{/01 Wi(r)dr}? ],

1=1

where T is defined in Cho et al. (1993), and its explicit form 1s

(1/2) Z] AW (1) - 2f0 G (r)drH{W;(1) - 2f01 rWj(r)dr - fol W;(rydr)} — 1]

- ZJ=1 fo W (r)2dr — Z]:I{fo W;(r)dr}? - 3Z]-=1{2 fol rW;(r)dr — fol W;(r)dr}?]t/2.



