A Comparison of the Reliability Analysis Methods
in Stream Water Quality Modeling
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I. Introduction

Reliability can be defined as the probabilis-
tic measure of whether a system meets cer-
tain performance standards. Reliability prob-
lems for engineering systems may be cast es-
sentially as a problem of Load versus Resis-
tance. In case of reliability of a structure, the
concern Is Insuring that the strength of the
structure(resistance) is sufficient to with-
stand the applied load (load). For a projec-
tion part of water quality modeling, the pre-
dicted constituent concentrations(load) sho-
uld meet the water quality standards (res-
istance) set by regulatory agencies. In reali-
ty, the

resistance and maximum load are not simple.

determinations of an available
Because engineering information is invaria-
bly incomplete and future conditions can only
be estimated, estimation and prediction are
necessary for these processes, and uncertain-
ties are unavoidable. In light of such uncer-
tainties, the reliability may be stated only in
terms of probability!.

Reliability analysis for the system of inter-
est is necessary to evaluate the system per-
formance. Many approaches have been used
to Investigate the uncertainty and the
resulting reliability of the system. Among
them are Monte Carlo (MC) simulation and
First-Order (FORA)

methods. MC method represents most the sto-

Reliability Analysis

chastic properties of the system, involves
generation of random numbers and requires
over 1,000 simulations in general. Kothan-
daraman and Ewing® applied MC technique
to determine the Dissolved Oxygen (DO)
of the

response stream modeled with
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Streeter-Phelps‘® equation. Scavia et al. ¥
examined the difference between the tes of
variance from MC and FORA methods for a
lake eutrophication model. Warwick and Cale
5 used MC method to investigate the effect
of input parameter uncertainty on model out-
put uncertainty for a one dimensional, steady
state, uniform flow equation. Warwick and
Cale® used MC method to quantify the the
model output uncertainty caused by input pa-
rameter measurement error for the Streeter-
Phelps equation.

FORA involves first-order approximation
of Taylor series expansion and has two meth-
ods depending on the point of expansion,
mean-value first-order second-moment meth-
od (MFOSM) and advanced first-order sec-
ond-mement (AFOSM) method where the
Taylor series is expanded with respect to the
mean of the variables and the failure point,
respectively. Burges and Lettenmaier” ap-
plied MFOSM method to estimate the uncer-
tainty due to uncertain parameters for the
Streeter-Phelps equation, and checked the ac-
of the by MC method.
Chaddertion et al.® used MFOSM method to

determine the relative contributions to uncer-

curacy result

tainty ind DO prediction for the Streeter-
Phelps equation. Tung and Hathhorn? used
MFOSM method to estimate the statistical
moments of the DO deficit for the Streeter-
Phelps equation and verified them using MC
method. Melching and Anmangandla'® used
AFOSM method on the Streeter-Phelps equa-
tion to estimate the probability distribution of
critical DO deficit, and the result demonstrat-
ed that it provides a close approximation to
that of MC simulation.
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The objective of this study is to apply these
reliability analysis methods to the stream
water quality modeling using QUAEZE model

and compare the results each other.

II. Theories

Risk is defined as the probability of failure,
which i1s the complement of the reliability.
Risk can be expressed with resistance(R)
and load(L) as

Risk=P;=P(L)R) weererrrereermerunnnne (1)

where P; is the probability of failure and P
(X) is the probability of an event X. Thus,
the reliability of the system is

Reliability =1-P;=P(Z=0) ---:--eeeret (2)
If Z=R-L is normally distributed
Pf:¢(_ﬁ):1_(1)(ﬁ) ..................... (3)

where B=p,/JVar(Z) , 1 is mean value of
Z, Var(Z) 1s the variance of Z, and ®(f) is
the cumulative standard normal distribution
evaluated at 2 Bis called the reliability index
or safety index and is a reciprocal of coeffi-

cient of variation of Z 111,
1. First-Order Reliability Analysis

This method utilizes a first-order approxi-
mation of Taylor series expansion. Taylor se-
ries expansion with respect to a point P(x;,,

X35, X3p,"" 7y Xgp) CAN be expressed as:

Y:G(ley Xopy X3py" " an)+ Z(er,p)
=1
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( g)((} > ZJ ; Xi-xip) (Xj—xjp)
3*G .
( X 9X, )p+ higher order terms ------ (4)

J

in which G(-) repressents estimation equa-
tion and the subscript “p” indicates the quan-
tity Y is evaluated at the point of expansion
P. The first-order approximation is formulat-
ed by truncating the second and higher order
terms In the Taylor series expansion. Ap-
proximation including the second-order term
is not only difficult to evaluate but also im-
practical except for the case where extreme
risks (e. g., {10~ %) highly nonlinear systems
are of concern. The mean, E(Y), and vari-

ance!'® Var(Y), of Y by first-order approxi-

mation are

BN =G+ 2 o) ) 111
1= p

var(Y)— z:E[(X -Xip) (X57x5) ]

i=1 =1

(g%)p(_g%)p ..................... (6)

for dependent input parameters, or
oG\ 2

=3 varC (5 )
Var(Y)= 2 ar(X;) X,

for idependent input parameters, where x ;=

mean value of the variable 1, and can be
approximated numerically as — oG DYi
pproxim Y88 9x, T DX,

Since first-order approximation involves only



A Comparison of the Reliability Analysis Methods in Stream Water Quality Modeling

the first two moments (mean and variance)
of the uncertaion parameters, this approach
is aclled the first-order second-moment meth-
od.

Im the Mean-Value First-Order Second-
Moment (MFOSM) method, Taylor series is
expanded with respect to the mean of the

variables, X, =(Xp» Xmz» Xmd» > Xmm)-

Therefore, the mean and variance of Y from
Egs. 5, 6, and 7 by MFOSM are

E(Y):G(Xml, Xmor X' > Xmm) 7000 (8)

and
—T s oG oG
Var(Y)—-i:Zl ,:21 Cov(X,; X)) 3X,m OX,m
................................................ (9)

for dependent input parameters, or

Var(Y)= 3 Var(X, X)) gg} e (10)

i=1 im

for independent input parameters, in which

4

the subscript “m” indicates the quantity
being evaluated at the mean of the variables,
and Cov(X,, X,) is the covariance between X,
and X; The major advantages of this method

L0,

are well explained by Yen et a Particu-

larly, this method requires only the mean and
variance of the input parameters and it gene-
rates the uncertainty of the output variables
from an explicit expression with a relatively
simple formulation. However, it has certain
disadvantages . a) ignorance of higher order
terms, b) linearization of nonlinear behavior
at the mean-values of uncertain parameters
can cause large errors for conditions where

failure involves parameter values significant-

ly different from the mean values, and ¢) in-
ability to incorporate probability distribution
information.

Another approach to the first-order relia-
bility analysis is an Advanced First-Order
method (AFOSM). The
basic concept of AFOSM is to reduce the

Second-Moment

error In the firstorder approximation due to
nonlinearity by expanding Taylor series at a
point of failure, X*=(x,*, x,*, x3*-, x,%),

rather than at a mean value, X, =(x,, x

mls “m2»

Xm3p 'y Xmn)- At the failure point, the load
(L.) 1s the same as the resistance (R) and
the performance variable (Z) is zero. The
failure point (X*) is located at the shortest
distance from mean point (X)) to the failure
surface (Z=0) in standarized space, and this
distance is #in Eq. 3."'"? Since the failure
surface depends on both the load and the
resistance in AFOSM, the performance varia-
ble Z can be used instead of [, and R sepa-

rately, where

The first order expansion of Z for unrelated

variables at a failure point is
Z:G(Xl*v Xz*, XB*"”v xn*)+2 Ci.(Xi_xi’)
=]

whrer C=0G/6X; evaluated at the failure
surface. At the failure surface G(x,*, x,*, x4
* oo, x,¥)=0, and the expected value of Z

within the first-order approximation is

E(Z)2 3 € (X Xmi')
=1

and corresponding standard deviation of Z
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for the case of independent variables is

n
0,= 2 a; Ci O
=1

n 0.
where, @,= (Clto,)/[ > (C]'d])z} 5. Then the
=1

reliability index is

n

Zé Ci(xmx)/2 aCllo,

=1 =1

o BD)

z

cerereen (1)

Then the probability of facilure, for a nor-
mally distributed Z, can be easily evaluated
by Eq. 3, Pi=®(-f=1-®(-p). Various
techniques have been suggested to fine the
failure point X* and reliability index B The
Reduced Gradient method,

Rackwitz algorithm, and Shinozuka algo-

Generalized
rithm are examples of the techniques' '*!D
In this research, the Rackwitz'? algorithm is
used. More informations for AFOSM are

available 1112

2. Monte Carlo Simulation

Monte Carlo simulation involves repeating
a simulation process, using a set of values of
random basic variables generated in accord-
ance with the corresponding probability dis-
tributions of the random variables. By repeat-
ing the process, a sample of solutions for
each corresponding set of random basic vari-
ables is obtained. This is similar to a sample
of experimental observations. Therefore, the
results of Monte Carlo simulation may be
treated statistically, and methods of statisti-
cal estimation and inference are applicable’!’.

In developing Monte Carlo simulation, 1t 1s

necessary to generate random numbers from
a prescribed probability distributions and for
a given set of generated random numbers,
the simulation process 1s deterministic be-
cause the generated random numbers are
held constant during the simulation.

Selection of an appropriate probability dis-
tribution for a given random variable in a
simulation requires gathering and evaluating
all the available facts, data, and knowledge
concerning each variable. Choosing the form
of probability distribution is often a trade-off
between theoretical justification and empiri-

13 have

cal evidence. Dawson and Wragg
shown that, when the first two moments only
are specified, the maximum entropy distribu-
tion on the Interval (-oo, + o) is the normal
distribution. The Normal distribution is used
in the reliability analysis of model output in
this study.

The following equation from Park and Mill-

14

er'¥ was used to generate uniform random

numbers U(0.1)

7,=(16807 Z,_,) (mod 2147483647)

Once the uniformly distributed random
numbers (U) are generated between 0 and 1,
an appropriate transformation is necessary
to generate random numbers for other distri-

butions.

For uniform distribution U(ry, r,),

X=r+(ry-r))U

For normal distribution Nz ¢%)!'%,
1. Generate U and U from U(0, 1)
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2. X1:ﬂ+0',/-21nU] Cos 271{J2
Xy=p+0/-2InU; Sin 22U, (18)

Once random numbers are generated, data
set can be formulated with random numbers
and simulation results from each data set
can be treated like experimental result for

further analysis.

II. Methods

The relability analysis methods (Monte
Carlo Simulation and First-Order Reliability
Analysis) were applied to the QUALZE.
QUALZE model has been nolified and cali-
brated '® for application to the Passaic River
located in northeastern New Jersey, USA,
and this modified model (QUALZE-Passaic)
is used in this research. QUAL2E-Passaic
has 32 reaches, they are divided into 257 ele-
ments in total, and the length of each ele-
ment 1s 0.4km. It can simulate up to 15
water quality constituents in any combina-
tion desired by the user. The total length of
the study sectioni s about 100km, with a
total drainage area of about 2188km? and
study area includes 27 wastewater treatment
dischargers. The average annual precipita-
tion over the study area is about 120cm. The
water quality response varies greatly from
section to section due to the topographic, geo-

and hydrologic conditions; and

16}

graphic,
types of land use

Reliability analysis methods are applied to
determine the cumulative distribution func-
tions (CDFg) for the critical dissolved oxy-

gen (DO), maximum biocchemical oxygen de-
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mand (BOD), maximum ammonia (NH3),
and maximum chlorophyll a (CHL) concen-
trations along the river. QUALZ2E has its
own  uncertainty  analysis  subroutine
(QUALZE-UNCAS) which employs options
for sensitivity analysis, first-order error anal-
ysis, and Monte Carlo simulation. However,
they are not used in this research because
the QUALZ2E-Passaic model cannot use
QUALZE-UNCAS due to a different input
data format and also the results from
QUALZE-UNCAS do not provide all the nec-
essary information for the reliability analysis
approach developed in this study. Therefore,
FORTRAN programs were developed for
random number generation using the con-
cepts and ideas described earlier and batch
program was used for 2,000 Monte Carlo

simulation. Detail procedure is availabel'”

IV. Results and Discussion

The key input parameters which affect
output variance of the four constituents were
identified in Table-1 from variance calcula-
tion using Eq 7. They affect dominantly on
the output variances, therefore, random varl-
ables for the four constituents were limited
to these key input parameters. The uncertain-
ty involved in each key input parameters
was estimated from literature review and
summarized in Table-1'". Reliability analy-
ses were performed with the Information of
these key Input parameters. Many sets of
random data were generated with the uncer-
tainty data of key input parameters and 2,
000 simulations were run for Monte Carlo

method.
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The “exceedance probability”, the cumula-
tive distribution function expression, is used
rather than “probability of failure” or “relia-
bility”, because the concern is the probability
that constituents exceed a certain level of
Reliability analyses
made for the lowest DO, highest BOD, high-
est NH3, and highest CHL of the system. The
exceedance probability by Monte Carlo (MC)

concentration. were

simulation is estimated as follows

_ number of model outcomes with Z{0

P.= : d
¢ total number of simulations

rreenneen (19)
and the exceedance probability by MFOSM is
estimated as follows :

P.=® (- =1-B(f) eorerrrreeernes

where Z=R-L, R Is a concentration level
of concern which is fixed for any evaluation
of Egs. 19 and 20, L. is conentration simulat-
ed by the model, =E[R-y4 ]/0, o1 1s the es-
timated standard deviation of the output con-
centration, s is the estimated mean of the

output concentration, and @ (-) is the cumu-

Tabel-1. Key Input Parameters to the Qutput Variance of QUAL2E-Passaic

Parameter Contribution( %) Remarks CV(%)*
Variance in the Lowest Dissolved Oxygen(Geach 3)
Reaeration Coefficient(Reach 3) 49.351 Reach of interst 50
Reaeration Coefficient(Reach 2) 25.087 One reach upstream 50
NH3 Oxidation Rate(Reach 3) 12.299 Reach of interest 25
NH3 Oxidation Rate(Reach 2) 4.015 - One reach upstream 25
TOTAL B 90.752 |
Variance in the Highest Biochemical Oxygen Demand(Reach 2)
BOD Decay Rate(Reach 2) 81.800 Reach of interest 25
BOD Settling Rate(Reach 2) 13.088 Reach of interest | 25
TOTAL 04888
|
Variance in the Highest Ammonia(Reach 2) i
|
NH3 Oxidation Rate(Reach 2) ! 96.162 Reach of Interest 25
Sediment Oxygen Demand Rate(Reach 2) 3.848 Reach of interest 30
TOTAL 100.000 \
Variance in the Highest Chlorophyll a(Reach 32)
!
Algal Maximum Specific Growth Rate 93.170 System wide ‘ 10
Algae/Temperature Solar Radiation Factor 5.655 | System wide ‘ 10
- TOTAL 98825

*Coefficient of Variation (CV) =standard deviation/mean.

- 68—
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lative standard normal distribution. The s
and ¢; for the MC method are obtained from
statistical analysis of the simulation results,
and they can be determined by Eq. 8 and 11
for MFOSM, respectively. The exceedance
probability by AFOSM is also estimated by
Eq. 15, the Rackwitz algorithm'?'.

Table-2 shows the comparison of the relia-
bility analysis results from MC, MFSOM, and
AFOSM methods, for the lowest DO, highest
BOD, highest NH3, and highest CHL,
respectively. For the DO, the

exceedance probabilities from the three meth-

lowest

ods are close 1o each other at higher concen

Tabel-2. Comparison of the Results from the Three Methods of Reliability Analysis

Constituent Concentration | Exceedance Probabihty("/roﬁ)ﬁ } Constituent Concentration Exceedance Probability(%)
(mg/L) MC | MFOSM | AFOSM (mg/ly | MC | MFOSM AFOSM
Lowest DO | Highest NH3
1.10 98.50 90.78 92.24 13.20 99.60 99.99 99.21
1.25 96.40 87.88 89.07 13.25 97.55 99.84 96.76
1.50 89.65 81.81 82.64 13.30 90.35 97.50 89.93
1.75 81.20 74.12 74.42 13.35 76.90 83.65 73.20
2.00 71.50 65.01 65.45 13.39 59.80 57.78 57.93
2.25 59.55 54.81 55.40 13.41 50.05 42.22 42.07
2.50 49.20 44.62 44.60 13.45 31.70 16.34 31.30
2.75 37.30 34.61 34.62 13.50 14.50 2.49 13.70
3.00 26.80 25.56 25.60 13.60 145 0.01 1.18
3.25 18.05 17.96 17.39
3.50 1120 1191 11.79 Highest CHL
: 20.00 99.90 92.59 99.79
3.75 6.75 7.48 7.16 30.00 98.90  89.93 98.63
4.00 430 445 4.08 40.00 95.45 . 86.65 95.80
4.25 2.25 249 2.09 50.00 189.30 82.76 91.20
4.50 1.05 1.31 1.03 60.00 '82.55 78.08 84.97
4.74 0.45 0.65 0.46 70.00 . 74.95 72.81 77.82
mo o e o
E'zg 28'28 ngg 9989;;91 100.00 51.30 54.13 54.50
' : ' ~ 110.00 42.30 47.45 47.29
12.00 91.65 | 93.081 92.10 120.00 B 10.84 40.52
12.10 6845 71.04 69.15 130.00 29035 3448 34.39
12.15 50.25 50.0 53.98 140.00 24.45 28.55 28.88
12.17 42.55 49.70 46.02 150.00 19.75 23.12 24.02
12.20 32.60 35.56 34.46 160.00 15.25 18.35 19.71
12.28 11.70 13.33 15.56 170.00 12.00 14.23 15.95
12.35 3.55 3.93 4.79 180.00 8.35 10.79 12.69
12.40 1.60 1.31 2.00 190.00 5.55 8.01 9.85
i 200.00 2.80 5.78 7.39
210.00 0.90 4.08 5.15
215.00 0.05 3.40 4.13
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trations, but those of MFOSM and AFOSM
deviatie from that of MC as concentration de-
creases. Among the methods, AFOSM result
1s slightly closer to MC result than that of
MFOSM. For the highest BOD and NH3, gen-
erally, the AFOSM result is colser to the MC
result than MFOSM result. However, the
range of variation is so small that the differ-
ence is not apparent in Figures 2 and 3. For
the highest CHL, MFOSM result deviates
from the MC result apparently at lower con-
centrations while AFOSM result 1s close to
MC result. Overall, AFOSM result is closer to
MC result than MFOSM result. This implies
that AFOSM is the better substitute for MC
simulation, the reason being reduction of
linearization error by expansion of Taylor se-
ries at a failure point rather than at the
mean values.

During MC simulation, about 300 random
data sets were physically unrealistic and
could not be used for model running. Howev-
er, the recommended data range information
was not incorporated in the calculation of the
first-orliability analysis because the probabili-
ty was calculated based on mathematical ma-
nipulation. This can partly explain why larg-
er deviations are expected in extreme values
rather than around the mean value, because
the values around the mean are assumed to

be inside the recommended range.

V. Conclusions

Three reliability and analysis methods
(Monte Carlo, MFOSM, and AFOSM) were
applied to the QUALZE-Passaic model and
the results were compared each other. The

results of 2,000 Monte Carlo simulations

were considered a good representation of the
stochastic properties of the system and were
used as a reference for comparison with oter
methods. Overall, AFOSM result i1s closer
than MFOSM result to that from Monte
Carlo mthod. The differences between the
three methods are small in the central por-
tion of the exceedance probability curve, and
more significant at the tails but 1t 1s not too
large. AFOSM method is more complicated
than MFOSM in algonthm and shghtly re-
duce the error from linear approximation.
However, MFOSM is relatively simple and
the performance of it is adequate from the
decision making point of view, therefore, 1t
can be used as a a practical alternative to
Monte Carlo method in stream water quality

modeling.
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