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## 1. Introduction

Let $\mathcal{N}$ be a 2 -step nilpotent Lie algebra with an inner product $\langle$,$\rangle ,$ and $N$ its unique simply connected Lie group with the left invariant metric determined by the inner product $\langle$,$\rangle on \mathcal{N}$. The meaning of $\mathcal{N}$ being 2 -step nilpotent is $[\mathcal{N},[\mathcal{N}, \mathcal{N}]]=0$. The center of $\mathcal{N}$ is denoted by $\mathcal{Z}$. Then, $\mathcal{N}$ can be expressed as the direct sum of the subspaces $\mathcal{Z}$ and its orthogonal complement $\mathcal{Z}^{\perp}$.

For $Z$ in $\mathcal{Z}$, a skew-symmetric linear transformation $j(Z): \mathcal{Z}^{\perp} \rightarrow$ $\mathcal{Z}^{\perp}$ is defined by $j(Z) X=(a d X)^{*} Z$ for $X \in \mathcal{Z}^{\perp}$, or equivalently

$$
\langle\jmath(Z) X, Y\rangle=\langle[X, Y], Z\rangle \quad \text { for } \quad X, Y \in \mathcal{Z}^{\perp}
$$

This transformation was defined by A. Kaplan[4,5] to study the geometry of groups of Heisenberg type, those groups for which $j(Z)^{2}=$ $-|Z|^{2} \imath d$ for each $Z \in \mathcal{Z}$.

The Jacobi operator plays a fundamental role in Riemannian geometry. In [1], it was showed that the Jacobi operator along each geodesic of groups of Heisenberg type has constant eigenvalues. The main purpose of this paper is to show that the Jacobi operator along each geodesic of a 2 -step nilpotent Lie group with 1 -dimensional center has constant eigenvalues.
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## 2. Preliminaries

In this section, we will give some known results about 2 -step nilpotent Lie groups with a left invariant metric. Throughout this section, we denote $\mathcal{N}$ be a 2 -step nilpotent Lie algebra with an inner product $\langle$,$\rangle , and N$ its unique simply connected Lie group with the left invariant metric induced by the inner product $\langle$,$\rangle on \mathcal{N}$.

Recall that for $Z_{0} \in \mathcal{Z}$, a skew-symmetric linear transformation $j\left(Z_{0}\right): \mathcal{Z}^{\perp} \rightarrow \mathcal{Z}^{\perp}$ is defined by $\left\langle j\left(Z_{0}\right) X, Y\right\rangle=\left\langle[X, Y], Z_{0}\right\rangle$ for $X, Y \in$ $\mathcal{Z}^{\perp}$. Let $\left\{ \pm \theta_{1} i, \pm \theta_{2} i, \cdots, \pm \theta_{n} i\right\}$ be the distinct eigenvalues of $j\left(Z_{0}\right)$ with each $\theta_{k}>0$, and let $\left\{W_{1}, W_{2}, \cdots, W_{n}\right\}$ be the invariant subspaces of $j\left(Z_{0}\right)$ such that $j\left(Z_{0}\right)^{2}=-\theta_{k}^{2} i d$ on $W_{k}$ for each $k=1,2, \cdots, n$. Then, $\mathcal{Z}^{\perp}$ can be expressed as a direct sum of $W_{k}$ 's, that is $\mathcal{Z}^{\perp}=$ $\operatorname{Ker} j\left(Z_{0}\right) \oplus \oplus_{k=1}^{n} W_{k}$ and $j\left(Z_{0}\right)^{2}=-\theta_{k}^{2} i d$ on each $W_{k}$ leads

$$
\begin{equation*}
e^{t\left(Z_{0}\right)}=\cos \left(t \theta_{k}\right) i d+\frac{\sin \left(t \theta_{k}\right)}{\theta_{k}} j\left(Z_{0}\right) \tag{2.1}
\end{equation*}
$$

on $W_{k}$ for each $k$.
Let $\gamma(t)$ be a curve in $N$ such that $\gamma(0)=e($ identity element of $N)$ and $\gamma^{\prime}(0)=X_{0}+Z_{0}$ where $X_{0} \in \mathcal{Z}^{\perp}$ and $Z_{0} \in \mathcal{Z}$. Since $\exp : \mathcal{N} \rightarrow$ $N$ is a diffeomorphism, the curve $\gamma(t)$ can be expressed uniquely by $\gamma(t)=\exp (X(t)+Z(t))$ with

$$
\begin{aligned}
X(t) \in \mathcal{Z}^{\perp}, & X^{\prime}(0)=X_{0},
\end{aligned} \quad X(0)=0 .
$$

A.Kaplan $[4,5]$ showed that the curve $\gamma(t)$ is a geodesic in $N$ if and only if

$$
\begin{array}{r}
X^{\prime \prime}(t)=j\left(Z_{0}\right) X^{\prime}(t),  \tag{2.2}\\
Z^{\prime}(t)+\frac{1}{2}\left[X^{\prime}(t), X(t)\right] \equiv Z_{0} .
\end{array}
$$

The solution to this equation was obtained by P. Eberlein(See [2]), and he obtained the following(See Propositin 3.2 [2]).

$$
\begin{equation*}
\gamma^{\prime}(t)=d l_{\gamma(t)}\left(X^{\prime}(t)+Z_{0}\right) \tag{2.3}
\end{equation*}
$$

Jacobi operators in 2-step nilpotent Lie group with 1-dimensional center 251 where $l_{\gamma(t)}$ is the left translation by $\gamma(t)$, and it is trivial that

$$
\begin{equation*}
X^{\prime}(t)=e^{t j\left(Z_{0}\right)} X_{0} \tag{2.4}
\end{equation*}
$$

from Kaplan's equations (2.2).
Regarding elemets of $\mathcal{N}$ as left invariant vector fields on $N$, it is routine to show that

$$
\begin{align*}
& \nabla_{X} Y=\frac{1}{2}[X, Y] \quad \text { for } \quad X, Y \in \mathcal{Z}^{\perp}  \tag{2.5}\\
& \nabla_{X} Z=\nabla_{Z} X=-\frac{1}{2} j(Z) X \quad \text { for } \quad X \in \mathcal{Z}^{\perp}, Z \in \mathcal{Z} \\
& \nabla_{Z} Z^{*}=0 \quad \text { for } \quad Z, Z^{*} \in \mathcal{Z}
\end{align*}
$$

And also, from (2.5), the formulas for the curvature tensor given by

$$
R\left(\xi_{1}, \xi_{2}\right) \xi_{3}=-\nabla_{\left[\xi_{1}, \xi_{2}\right]} \xi_{3}+\nabla_{\xi_{1}}\left(\nabla_{\xi_{2}} \xi_{3}\right)-\nabla_{\xi_{2}}\left(\nabla_{\xi_{1}} \xi_{3}\right)
$$

are obtained as follows(See [2]).

$$
\begin{align*}
& R(X, Y) X^{*}=\frac{1}{2} j([X, Y]) X^{*}-\frac{1}{4} j\left(\left[Y, X^{*}\right]\right) X+\frac{1}{4} j\left(\left[X, X^{*}\right]\right) Y  \tag{2.6}\\
& \quad \text { for } X, Y, X^{*} \in \mathcal{Z}^{\perp} \\
& R(X, Y) Z=-\frac{1}{4}[X, j(Z) Y]+\frac{1}{4}[Y, j(Z) X] \\
& R(X, Z) Y=-\frac{1}{4}[X, j(Z) Y] \text { for } X, Y \in \mathcal{Z}^{\perp} \text { and } Z \in \mathcal{Z} \\
& R\left(Z, Z^{*}\right) X=-\frac{1}{4} j\left(Z^{*}\right) j(Z) X+\frac{1}{4} j(Z) j\left(Z^{*}\right) X \\
& R(X, Z) Z^{*}=-\frac{1}{4} j(Z) j\left(Z^{*}\right) X \text { for } X \in \mathcal{Z}^{\perp} \text { and } Z, Z^{*} \in \mathcal{Z} \\
& R\left(Z_{1}, Z_{2}\right) Z_{3}=0 \text { for } Z_{1}, Z_{2}, Z_{3} \in \mathcal{Z} .
\end{align*}
$$

## 3. Main Results

Throughout this section, all matrices concerned are over the real numbers field $R$. For a square matrix $A$, we denote $|A|$ the determinant of $A, A(\alpha \underline{i})(A(\alpha \bar{i}))$ the matrix obtained by multiplying $\alpha$ to $i$-th row(column) in $A, A(\underline{i}+\alpha \underline{j})(A(\bar{i}+\alpha \bar{j}))$ the matrix obtained by adding the $\alpha$ times of $j$-th row (column) to the $i$-th row(column) in $A$ and $A(i, j), A(i)$ in brief for $i=j$, the submatrix of $A$ obtained by deleting the $i$-th row and $j$-th column in $A$. And also, we denote $I$ the identity matrix.

Notations 3.1. Let
$\mathbf{x}=\left(p_{1},-q_{1}, p_{2},-q_{2}, \cdots, p_{n},-q_{n}\right) \in R^{2 n}$,
$\mathbf{y}=\left(\theta_{1} q_{1}, \theta_{1} p_{1}, \theta_{2} q_{2}, \theta_{2} p_{2}, \cdots, \theta_{n} q_{n}, \theta_{n} p_{n}\right) \in R^{2 n} \quad$ and
$A_{2 n}=-3^{T} \mathbf{x ~ x}+\operatorname{diag}\left(\theta_{1}^{2}, \theta_{1}^{2}, \theta_{2}^{2}, \theta_{2}^{2}, \cdots, \theta_{n}^{2}, \theta_{n}^{2}\right)$ be $2 n \times 2 n$ matrix where ${ }^{T}$ is the transpose and $\operatorname{diag}\left(\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}\right)$ is a diagonal matrix of order $m$ with the diagonals $\lambda_{1}, \lambda_{2}, \cdots, \lambda_{m}$. And let

$$
B_{2 n+1}=\left(\begin{array}{c|c}
\alpha & -\mathbf{y} \\
\hline-{ }^{T} \mathbf{y} & A_{2 n}
\end{array}\right), \quad \text { where } \alpha=\sum_{k=1}^{n}\left(p_{k}^{2}+q_{k}^{2}\right) .
$$

Lemma 3.2. Let each $\theta_{k}$ be a fixed real number in Notation 3.1. Then,
(1) all coefficients of polynomials $\left|A_{2 n}-x I\right|$ and $\mid A_{2 n}(2 n-1)-$ $x I\left|+\left|A_{2 n}(2 n)-x I\right|\right.$ depend only on $\left\{p_{1}^{2}+q_{1}^{2}, \cdots, p_{n}^{2}+q_{n}^{2}\right\}$, and
(2) all coefficients of the polynomial $\left|B_{2 n+1}-x I\right|$ depend only on $\left\{p_{1}^{2}+q_{1}^{2}, \cdots, p_{n}^{2}+q_{n}^{2}\right\}$.

We will give the proof of Lemma 3.2 after Theorem 3.3.
Theorem 3.3. Let $N$ be a simply connected 2 -step nilpotent Lie group with a left-invariant metric. If $N$ has 1 -dimensional center, then the eigenvalues of Jacobi operator along each geodesic in $N$ are constant.
proof. Since $N$ has a left invariant metric, it is sufficient to show the statement about geodesics $\gamma(t)$ with $\gamma(0)=e$ where $e$ is the identity
of $N$. Let $\gamma(t)$ be a geodesic in $N$ with $\gamma(0)=e$ and $\gamma^{\prime}(t)=X_{0}+Z_{0}$ where $X_{0} \in \mathcal{Z}^{\perp}$ and $Z_{0} \in \mathcal{Z}$. Then, from (2.3), we have

$$
\begin{align*}
\gamma^{\prime}(t) & =d l_{\gamma(t)}\left(X^{\prime}(t)+Z_{0}\right)  \tag{3.1}\\
& =X^{\prime}(t)+Z_{0}
\end{align*}
$$

where the last terms are regarded as left invariant vector fields along $\gamma^{\prime}(t)$.

Recall that the Jacobi operator along $\gamma(t)$ is

$$
R_{\gamma^{\prime}(t)}(\cdot):=R\left(\cdot, \gamma^{\prime}(t)\right) \gamma^{\prime}(t) .
$$

From (2.6), we have the formula of Jacobi operator of 2-step nilpotent Lie group as follows.

$$
\begin{align*}
& R_{\gamma^{\prime}(t)}(X+Z)  \tag{3.2}\\
= & R_{X^{\prime}(t)+Z_{0}}(X+Z) \\
= & \frac{3}{4} \jmath\left(\left[X, X^{\prime}(t)\right]\right) X^{\prime}(t)+\frac{1}{2} j(Z) j\left(Z_{0}\right) X^{\prime}(t)-\frac{1}{4} j\left(Z_{0}\right) j(Z) X^{\prime}(t) \\
& -\frac{1}{4} \jmath\left(Z_{0}\right)^{2} X-\frac{1}{2}\left[X, j\left(Z_{0}\right) X^{\prime}(t)\right]+\frac{1}{4}\left[X^{\prime}(t), j\left(Z_{0}\right) X\right] \\
& +\frac{1}{4}\left[X^{\prime}(t), j(Z) X^{\prime}(t)\right]
\end{align*}
$$

for any $X \in \mathcal{Z}^{\perp}$ and $Z \in \mathcal{Z}$. Since $N$ has 1-dimensional center, (3.2) can be reduced to

$$
\begin{align*}
& R_{X^{\prime}(t)+Z_{0}}(X+Z)  \tag{3.3}\\
= & \frac{3}{4} j\left(\left[X, X^{\prime}(t)\right]\right) X^{\prime}(t)+\frac{1}{4} j(Z) j\left(Z_{0}\right) X^{\prime}(t)-\frac{1}{4} j\left(Z_{0}\right)^{2} X \\
& +\frac{1}{4}\left(\left[X^{\prime}(t), j(Z) X^{\prime}(t)\right]-\left[X, j\left(Z_{0}\right) X^{\prime}(t)\right]\right)
\end{align*}
$$

for any $X \in \mathcal{Z}^{\perp}$ and $Z \in \mathcal{Z}$. If $Z_{0}=0$, then we see $X^{\prime}(t)=X_{0}$ from (2.4), and so $R_{\gamma^{\prime}(t)}(\cdot)=R_{X_{0}}(\cdot)$ has constant eigenvalues.

Suppose that $Z_{0} \neq 0$. We may assume that $\left|Z_{0}\right|=1$ by rescaling $\left|X_{0}\right|$ if necessary. From (3.3), it is easy to see that $R_{X^{\prime}}(t)+Z_{0}(\cdot)=0$ on
$\operatorname{Kerj}\left(Z_{0}\right)$ and $R_{X^{\prime}(t)+Z_{0}}(\cdot)$ is $\operatorname{Kerj}\left(Z_{0}\right)^{\perp}$-invariant. So, we may also assume that $j\left(Z_{0}\right)$ is nonsingular. Let $\left\{ \pm \theta_{1} i, \pm \theta_{2} i, \cdots, \pm \theta_{n} i\right\}$ be the distinct eigenvalues of $j\left(Z_{0}\right)$ with each $\theta_{k}>0$, and let $\left\{W_{1}, W_{2}, \cdots, W_{n}\right\}$ be the invariant subspaces of $j\left(Z_{0}\right)$ such that $j\left(Z_{0}\right)^{2}=-\theta_{k}^{2} i d$ on $W_{k}$ for each $k=1,2, \cdots, n$. Since $\mathcal{Z}^{\perp}=\oplus_{k=1}^{n} W_{k}$, we can let $X_{0}=$ $\sum_{k=1}^{n} x_{k} E_{k}$ for some real numbers $x_{k}$ 's and $E_{k} \in W_{k}$ with $\left|E_{k}\right|=1$. Hence, we get, from (2.1) and (2.4),

$$
\begin{align*}
X^{\prime}(t) & =e^{t_{J}\left(Z_{0}\right)} X_{0}  \tag{3.4}\\
& =\sum_{k=1}^{n} x_{k} e^{t_{\jmath}\left(Z_{0}\right)} E_{k} \\
& =\sum_{k=1}^{n} x_{k}\left\{\cos \left(t \theta_{k}\right) E_{k}+\frac{\sin \left(t \theta_{k}\right)}{\theta_{k}} j\left(Z_{0}\right) E_{k}\right\} \\
& =\sum_{k=1}^{n}\left(\xi_{k} E_{k}+\eta_{k} \bar{E}_{k}\right)
\end{align*}
$$

where $\xi_{k}=x_{k} \cos \left(t \theta_{k}\right), \eta_{k}=x_{k} \sin \left(t \theta_{k}\right)$ and $\bar{E}_{k}=\frac{1}{\theta_{k}} j\left(Z_{0}\right) E_{k}$ for $k=1,2, \cdots, n$. Note that $j\left(Z_{0}\right)$ is skew-symmetric. For each $k$, since $\left\{E_{k}, \bar{E}_{k}\right\}$ is orthonormal, it can be extended to an orthonormal basis $\beta_{k}$ for $W_{k}$. Let $\beta=\left\{Z_{0}\right\} \cup \cup_{k=1}^{n} \beta_{k}$ be an orthonormal basis for $\mathcal{N}$. Then, direct calculations of $R_{X^{\prime}(t)+Z_{0}}(\cdot)$ in (3.3) with (3.4) lead the following:

$$
\begin{gathered}
4 R_{X^{\prime}(t)+Z_{0}}\left(Z_{0}\right)=-\sum_{k=1}^{n} \theta_{k}^{2}\left(\xi_{k} E_{k}+\eta_{k} \overline{E_{k}}\right)+\sum_{k=1}^{n} \theta_{k}^{2}\left(\xi_{k}^{2}+\eta_{k}^{2}\right) Z_{0} \\
4 R_{X^{\prime}(t)+Z_{0}}\left(E_{k}\right)=3 \theta_{k} \eta_{k} \sum_{i=1}^{n} \theta_{t}\left(-\eta_{t} E_{2}+\xi_{t} \overline{E_{\imath}}\right)+\theta_{k}^{2} E_{k}-\theta_{k}^{2} \xi_{k} Z_{0} \\
4 R_{X^{\prime}(t)+Z_{0}}\left(\overline{E_{k}}\right)=-3 \theta_{k} \xi_{k} \sum_{i=1}^{n} \theta_{t}\left(-\eta_{\imath} E_{t}+\xi_{\imath} \bar{E}_{\mathbf{k}}\right)+\theta_{k}^{2} \overline{E_{k}}-\theta_{k}^{2} \eta_{k} Z_{0} \\
4 R_{X^{\prime}(t)+Z_{0}}(E)=\theta_{k}^{2} E \text { for each } k \text { and } E \in \beta_{k}-\left\{E_{k}, \overline{E_{k}}\right\} .
\end{gathered}
$$

Hence, letting $p_{k}=\theta_{k} \eta_{k}$ and $q_{k}=\theta_{k} \xi_{k}$ for each $k$ and reordering $\beta$ by

$$
\beta=\left\{Z_{0}, E_{1}, \vec{E}_{1}, \cdots, E_{n}, \bar{E}_{n}\right\} \cup \cup_{k=1}^{n}\left(\beta_{k}-\left\{E_{k}, \overline{E_{k}}\right\}\right)
$$

we obtain the representation matrix $G$ of $4 R_{X^{\prime}(t)+Z_{0}}(\cdot)$ with respect to the ordered basis $\beta$ as follows:

$$
\mathbf{G}=\left(\begin{array}{c|c}
B_{2 n+1} & 0 \\
\hline 0 & \Gamma
\end{array}\right)
$$

where $B_{2 n+1}$ is in Notation 3.1 and $\Gamma=\operatorname{diag}\left(\theta_{1}^{2}, \cdots, \theta_{1}^{2}, \theta_{2}^{2}, \cdots, \theta_{2}^{2}, \cdots\right.$, $\left.\theta_{n}^{2}, \cdots, \theta_{n}^{2}\right)$. Therefore, by Lemma 3.2(2), we see that each coefficients of the characteristic polynomial of $G$ depend only on $\left\{p_{1}^{2}+q_{1}^{2}=\right.$ $\left.\theta_{1}^{2} x_{1}^{2}, \cdots, p_{n}^{2}+q_{n}^{2}=\theta_{n}^{2} x_{n}^{2}, \theta_{1}^{2}, \cdots, \theta_{n}^{2}\right\}$. This means that the eigenvalues of the Jacobi operator along $\gamma(t)$ are constant. In fact, the eigenvalues depend only on $\left\{\theta_{1}^{2}, \cdots, \theta_{n}^{2}\right\}$ and $\left\{x_{1}^{2}, \cdots, x_{n}^{2}\right\}$. This completes the proof.

Proof of Lemma 3.2. Without loss of generality, we may assume that each $p_{k}^{2}+q_{k}^{2} \neq 0$. First, we will show (1) by induction for $n$. For $n=1$, (1) is obvious. Suppose that (1) holds for $n-1$. For each $k=1,2, \cdots, n$, let

$$
\begin{aligned}
C & =\left(c_{i \jmath}\right) \\
& =\left(A_{2 n}-x I\right)\left(p_{k} \underline{2 k}\right)\left(p_{k} \overline{2 k}\right)\left(\underline{2 k}+q_{k} \underline{2 k}-1\right)\left(\overline{2 k}+q_{k} \overline{2 k-1}\right) .
\end{aligned}
$$

Then, using expansions of $|C|$ with respect to $2 k$-th row and $\mid C(2 k, 2 k-$ 1)| with respect to $(2 k-1)$-th column, we have

$$
\begin{align*}
& p_{k}^{2}\left|A_{2 n}-x I\right|  \tag{3.5}\\
= & |C| \\
= & -c_{(2 k)(2 k-1)}|C(2 k, 2 k-1)|+c_{(2 k)(2 k)}|C(2 k)| \\
= & \left(p_{k}^{2}+q_{k}^{2}\right)\left(\theta_{k}^{2}-x\right)\left|A_{2 n}(2 k)-x I\right|-q_{k}^{2}\left(\theta_{k}^{2}-x\right)^{2}\left|A_{2 n}(2 k)(2 k-1)-x I\right| .
\end{align*}
$$

By applying the similar argument to

$$
\left(A_{2 n}-x I\right)\left(q_{k} \underline{2 k-1}\right)\left(q_{k} \overline{2 k-1}\right)\left(\underline{2 k-1}+p_{k} \underline{2 k}\right)\left(\overline{2 k-1}+p_{k} \overline{2 k}\right)
$$

we obtain

$$
\begin{align*}
q_{k}^{2}\left|A_{2 n}-x I\right|= & \left(p_{k}^{2}+q_{k}^{2}\right)\left(\theta_{k}^{2}-x\right)\left|A_{2 n}(2 k-1)-x I\right|  \tag{3.6}\\
& \left.-p_{k}^{2}\left(\theta_{k}^{2}-x\right)^{2} \mid A_{2 n}(2 k)(2 k-1)-x I\right]
\end{align*}
$$

Adding (3.6) to (3.5) implies

$$
\begin{align*}
\left|A_{2 n}-x I\right|=\left(\theta_{k}^{2}-x\right)\{ & \left(\left|A_{2 n}(2 k)-x I\right|+\left|A_{2 n}(2 k-1)-x I\right|\right)  \tag{3.7}\\
& \left.-\left(\theta_{k}^{2}-x\right)\left|A_{2 n}(2 k)(2 k-1)-x I\right|\right\}
\end{align*}
$$

for $k=1,2, \cdots, n$.
And also, for each $k=1,2, \cdots, n-1$, by applying the similar arguments to

$$
\left(A_{2 n}(2 n)-x I\right)(\alpha \underline{2 n-1})(\alpha \overline{2 n-1})\left(2 n-1+p_{n} 2 k-1\right)\left(\overline{2 n-1}+p_{n} \overline{2 k-1}\right)
$$

and
$\left(A_{2 n}(2 n-1)-x I\right)(\alpha \underline{2 n-1})(\alpha \overline{2 n-1})\left(\underline{2 n-1}+q_{n} \underline{2 k}\right)\left(\overline{2 n-1}+q_{n} \overline{2 k}\right)$ with $\alpha \in\left\{p_{k}, q_{k}\right\}$, we obtain

$$
\begin{align*}
\left.p_{k}^{2} \mid A_{2 n}(2 n)-x I\right\}= & \left\{p_{k}^{2}\left(\theta_{n}^{2}-x\right)+p_{n}^{2}\left(\theta_{k}^{2}-x\right)\right\}\left|A_{2 n-2}-x I\right|  \tag{3.8}\\
& -p_{n}^{2}\left(\theta_{k}^{2}-x\right)^{2}\left|A_{2 n-2}(2 k-1)-x I\right|
\end{align*}
$$

(3.9)

$$
\begin{aligned}
p_{k}^{2}\left|A_{2 n}(2 n-1)-x I\right|= & \left\{p_{k}^{2}\left(\theta_{n}^{2}-x\right)+q_{n}^{2}\left(\theta_{k}^{2}-x\right)\right\}\left|A_{2 n-2}-x I\right| \\
& -q_{n}^{2}\left(\theta_{k}^{2}-x\right)^{2}\left|A_{2 n-2}(2 k-1)-x I\right|
\end{aligned}
$$

$$
\begin{align*}
q_{k}^{2}\left|A_{2 n}(2 n)-x I\right|= & \left\{q_{k}^{2}\left(\theta_{n}^{2}-x\right)+p_{n}^{2}\left(\theta_{k}^{2}-x\right)\right\}\left|A_{2 n-2}-x I\right|  \tag{3.10}\\
& -p_{n}^{2}\left(\theta_{k}^{2}-x\right)^{2}\left|A_{2 n-2}(2 k)-x I\right|
\end{align*}
$$

$$
\begin{align*}
q_{k}^{2}\left|A_{2 n}(2 n-1)-x I\right|= & \left\{q_{k}^{2}\left(\theta_{n}^{2}-x\right)+q_{n}^{2}\left(\theta_{k}^{2}-x\right)\right\}\left|A_{2 n-2}-x I\right|  \tag{3.11}\\
& -q_{n}^{2}\left(\theta_{k}^{2}-x\right)^{2}\left|A_{2 n-2}(2 k)-x I\right| .
\end{align*}
$$

Adding (3.9), (3.10) and (3.11) to (3.8) implies

$$
\begin{align*}
& \left(p_{k}^{2}+q_{k}^{2}\right)\left(\left|A_{2 n}(2 n)-x I\right|+\left|A_{2 n}(2 n-1)-x I\right|\right)  \tag{3.12}\\
= & 2\left\{\left(p_{k}^{2}+q_{k}^{2}\right)\left(\theta_{n}^{2}-x\right)+\left(p_{n}^{2}+q_{n}^{2}\right)\left(\theta_{k}^{2}-x\right)\right\}\left|A_{2 n-2}-x I\right| \\
& -\left(p_{n}^{2}+q_{n}^{2}\right)\left(\theta_{k}^{2}-x\right)^{2}\left(\left|A_{2 n-2}(2 k)-x I\right|+\left|A_{2 n-2}(2 k-1)-x I\right|\right) .
\end{align*}
$$

From (3.7) for $k=n$ and (3.12) for $k=n-1$, we get that (1) holds for $n$. This completes the proof of (1).

Next, we will prove (2). Letting $D=\left(d_{2 \jmath}\right)=B_{2 n+1}-x I$, we have that

$$
\begin{align*}
& \left|B_{2 n-1}-x I\right|  \tag{3.13}\\
= & \sum_{j=1}^{2 n+1}(-1)^{1+\jmath} d_{1}|D(1, j)| \\
= & \left\{\sum_{j=1}^{n}\left(p_{j}^{2}+q_{j}^{2}\right)-x\right\}\left|A_{2 n}-x I\right|-\sum_{k=1}^{n} \theta_{k}\left(p_{k}|D(1,2 k+1)|-q_{k}|D(1,2 k)|\right) .
\end{align*}
$$

Expanding $\left|D(1,2 k+1)\left(p_{k} \underline{2 k}\right)\left(\underline{2 k}+q_{k} \underline{2 k}-1\right)\right|$ with respect to $2 k$-th row, we obtain that

$$
\begin{align*}
& p_{k}|D(1,2 k+1)|  \tag{3.14}\\
= & \left|D(1,2 k+1)\left(p_{k} \underline{2 k}\right)\left(\underline{2 k}+q_{k} \underline{2 k-1}\right)\right| \\
= & \theta_{k}\left(p_{k}^{2}+q_{k}^{2}\right)\left|A_{2 n}(2 k)-x I\right|+q_{k}\left(\theta_{k}^{2}-x\right)|D(1,2 k+1)(2 k, 2 k)|
\end{align*}
$$

Similarly, expanding $\left|D(1,2 k)\left(q_{k} \underline{2 k-1}\right)\left(\underline{2 k-1}+p_{k} \underline{2 k}\right)\right|$ with respect to ( $2 k-1$ )-th row, we obtain that
(3.15)

$$
\begin{aligned}
& q_{k}|D(1,2 k)| \\
= & \left|D(1,2 k)\left(q_{k} \underline{2 k-1}\right)\left(\underline{2 k-1}+p_{k} \underline{2 k}\right)\right| \\
= & -\theta_{k}\left(p_{k}^{2}+q_{k}^{2}\right)\left|A_{2 n}(2 k-1)-x I\right|-p_{k}\left(\theta_{k}^{2}-x\right)|D(1,2 k)(2 k-1,2 k)| .
\end{aligned}
$$

And also, expanding
$\left|D(1,2 k+1)(2 k, 2 k)\left(q_{k} \underline{2 k-1}\right)\right|$ and $\left|D(1,2 k)(2 k-1,2 k)\left(p_{k} \underline{2 k-1}\right)\right|$ with respect to $(2 k-1)$-th row, we have that

$$
\begin{align*}
& q_{k}|D(1,2 k+1)(2 k, 2 k)|+p_{k}|D(1,2 k)(2 k-1,2 k)|  \tag{3.16}\\
= & \left|D(1,2 k+1)(2 k, 2 k)\left(q_{k} \underline{2 k-1}\right)\right|+\left|D(1,2 k)(2 k-1,2 k)\left(p_{k} \underline{2 k-1}\right)\right| \\
= & -\theta_{k}\left(p_{k}^{2}+q_{k}^{2}\right)\left|A_{2 n}(2 k)(2 k-1)-x I\right| .
\end{align*}
$$

Hence, from (3.14), (3.15) and (3.16), we see that

$$
\begin{align*}
& p_{k}|D(1,2 k+1)|-q_{k}|D(1,2 k)|  \tag{3.17}\\
= & \theta_{k}\left(p_{k}^{2}+q_{k}^{2}\right)\left(\left|A_{2 n}(2 k)-x I\right|+\left|A_{2 n}(2 k-1)-x I\right|\right) \\
& -\left(\theta_{k}^{2}-x\right)\left|A_{2 n}(2 k)(2 k-1)-x I\right|
\end{align*}
$$

Substituding (3.17) to (3.13) and using (3.7), we have that

$$
\left|B_{2 n+1}-x I\right|=-x\left\{1+\sum_{k=1}^{n}\left(p_{k}^{2}+q_{k}^{2}\right)\left(\theta_{k}^{2}-x\right)^{-1}\right\}\left|A_{2 n}-x I\right|,
$$

which implies that $\left\{B_{2 n+1}-x I \mid\right.$ depends only on $\left\{p_{1}^{2}+q_{1}^{2}, \cdots, p_{n}^{2}+q_{n}^{2}\right\}$ by ( 1 ).
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