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SOME ANALYTIC CLASSIFICATION

OF PLANE CURVE SINGULARITIES

TOPOLOGICALLY EQUIVALENT TO THE
EQUATION zn + yk = 0 WITH gcd(n, k) = 1

CHUNGHYUK KANG AND CHANGHO KEEM

1. Introduction

We know [6] that the analytic classification of complex hypersurfaces
with isolated singularity at the origin is the same as the algebraic
classification of their corresponding moduli algebra over the complex
field. In fact, even an algebraic classification of irreducible plane curve
singularities at the origin is a very delicated and complicated problem.
For example, consider the family of analytic irreducible plane curve
singularities f 01 at the origin parametrically defined by y = t4 and
z = t9 + t 10 + atll where a is a number. Then for any a f 01 is clearly
topologically equivalent to the equation z4 + y9 = 0 at the origin, but
for any two numbers a =F f3 f 01 and f {3 are analytically different at the
origin [2].

Let V = {f(z, y) = O} and W = {zn + yk = O} with gcd(n, k) =
1 be analytic irreducible plane curves with isolated singularities at
the origin. Assume that V and W are topologically equivalent at the
origin. Then denote this rdation by f '" zn + yk for brevity. So by
a nonsingular linear change of coordinates f can be written as u(zn +
a2y0l2zn-2 +.. .+an_lyOln-1z+yk) where u is a 1.1I1it and the ai = ai(Y)
are units in 20, the ring of germs of holomorphic functions at the origin

in C2 and ~i > !: for i = 2, ... , n -1 [5]. If V and Ware analytically
~ n

equivalent at the origin, then denote this relation by f ~ g. If not, we
write f r:j:, g.
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Then we are going to prove the following cases:

(1) H f = zn + uyoz.8 +yk '" zn +yk where u is a unit in 20, then
f ~ zn + yO z.8 + yk.

(2) If f = zn+uyoz.8+yk, 9 = zn+vy'"Yz8+yk and f '" 9 '" zn+yk
where u, v are units in 20 and 1 ::; a, i ::; k - 2 and 1 ::; f3,
8::; n - 2, then f R:! 9 if and only if a = i and f3 = 8.

(3) In the case (2), if 1 ::; a ::; k -1 and 1 ::; f3 ::; n -1, then f ~ 9
does not imply that a = i or f3 = 8.

(4) Suppose that f '" zn + yk and 9 '" zn + yk. By [1], f ~

zn + yk + E CiPi and 9 ~ zn + yk + "£djQj where each Ci and
d j are nonzero numbers if exist and Pi = yQi z.8i , Qj = yij z8j ;
1 ::; ai, ij ::; k-2; 1 ::; f3i' 8j ::; n-2 satisfying that nai+kf3i >
nk and nij + kSj > nk. Let mU) = Min{ai + f3i; Ci =1= O} and
m(g) = Min{ij + 8j : dj =1= O}. If f ~ g, then ((ai,f3i) :
ai + f3i = m(J)} = {((j,8j ): ij + 8j = m(g)} as sets.

(5) Let f = zn + yk + "£CiPi where each Ci is a nonzero number if
exists and p. = yOi Z.8i with na·+kf3· > nk and 1 < a' < k-2& t t _ 't_ ,

1 ::; f3i ::; n - 2. Then f ~ zn + yk if and only if all Ci are zero.

2. Known preliminaries

DEFINITION 2.1. Let V = {z E en : fez) = o} and W = {z E en :
g(z) = o} be germs of complex analytic hypersurfaces with isolated
singular points at the origin. (i) V and W are said to be topologically
equivalent at the origin if there is a germ at the origin of homeomor
phisms </> : (U}, 0) --+ (U2 , 0) such that </>(V) = W and </>(0) = 0 where
U1 and U2 aFe open subset containing the origin in en. In. this case
denote this relation by f '" g. (ii) V and W are said to be analytically
equivalent at the origin if there is a germ at the origin of biholomor
phisms tP : (U}, 0) --+ (U2 , 0) such that tP(V) = W and tP(O) = 0 where
U1 and Uz are open subsets containing the origin in en. Then denote
this relation by f ~ g. If not, we write f ';j:. g. Let nO denote the ring
of germs of holomorphic functions at the origin in en.

THEOREM 2.2 [5]. Let f(z,y) = aozn + a1yOlzn-1 + ... + anyOn
be irreducible in 20 where each ai is a unit in 20 if exists and the ai
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'" Tb ai an ~ all' 111 'f kare posltlve mtegers. en -:- ~ - lor z. lvloreover, 1 an = n
z n

~ . khan ai ~ all'lor some mteger , t en - = -:- lor t = 1, ... , n - 1.
n t

COROLLARY 2.3. Let f(z,y) = Zn+alyO'lzn-l+ .. ·+an_lyO'n- 1 Z+
yk with (n, k) = 1 where ai = ai(Y) is a unit in 20 if exists and the ai

are positive integers. Then f is irreducible in 20 if and only if!: < ~i
n z

for all i =1= n. Moreover, in this case f f'V zn + yk in 20.

DEFINITION 2.4. The polynomial f( Zl, ... ,zn) is called weighted

homogeneous of type (~, ... , ~) if there is a some positive rational
al an

numbers aI, . .. , an such that f(t a1 ZI, .. . ,tan Zn) = tf(zI, . .. ,Zn).

THEOREM 2.5 (MATHER-YAU [6]). Suppose that V = {f(Zl"'"
Zn) = D} and W = {g(Zl"'" Zn) = D} have the isolated singular point
at the origin. Then the following conditions are equivalent:

(i) f ~ g.
(ii) A(f) is isomorphic to A(g) as a C-algebra where A(f) =

nOj(f,ti.(f)), A(g) = nOj(g,ti.(g)) and (f,ti.(J)) is the ideal
. 8f 8f
m nO generated by f,~,'" ,~.

VZl VZn
(iii) B(f) is isomorphic to B(g) as a C-algebra where B(f) = nOj

(f,mti.(f)), B(g) = nOj(g,mti.(g)) and (J,mti.(J)) is the

ideal in nO generated by f and Zi ~f for all i,j = 1, ... , n.
VZj

THEOREM 2.6 (ARNOLD [1]). Assume that n < k, (n, k) = 1 and
that 9 = zn + al yO'l zn-l + ... + an_lyO'n-l Z + yk f'V zn + yk at the
origin in C2 where each ai = ai(Y) is a unit in 20 if exists and the
ai are positive integers. Then 9 ~ zn + yk + L,CiPi where each Ci is
a nonzero number if exists and Pi = yO" zf3· with 1 5 Pi 5 n - 2 and
1 :::; ai :::; k - 2 with nai + kPi > nk.
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3. Some analytic classification of irreducible plane curve
singularities

THEOREM 3.1. Let f = zn + uyQ'z.B + yk with na + kf' > nk where
n< k, (n,k) = 1 and u = u(z,y) is a unit in 2 0 . Then f IV zn + yk
and f ~ zn + yQ'z.B + yk.

Proof By Corollary 2.3, clearly f IV zn + yk. First note that for
any number c f:. 0 fc(z,y) = zn+cyQ'z.B +yk ~ zn+yQ'z.B +yk be<;ause
fc(t kz, tny) = tnk(zn + dnQ'+k.B-nkyQ'z.B + yk).

(i) To show that f ~ zn + yQ'z/3 + yk, first assume that u(z,y) =
u(z, 0) is a unit in 20. Then by a nonsingular linear change of coordi
nates at the origin, f = zn+u(z,O)yQ'z.B+ yk ~ v(z)zn+yQ'z.B+ yk = h
where v = v(z) is a unit in 20. Now it is enough to show that
h ~. v(O)zn +yQ'z/3 + yk = g. To use Theroem 2.5 compute the ideal
1= (h, mtl(h» in 20 generated by h, zhz, yhy , yhz.zhy as follows:

h = vzn + yQ'z.B + yk

zhz = {zv' + nv)zn + f'yQ'z.B

yhy = ayQ'z.B + kyk

yhz = (zv' +riv)yzn-l + f'yQ'+I z.B-1

zhy = ayQ'-l z.B+1 + kyk-l Z.

Then solve the equation h == zhz == yhy == 0 (modI) with respect to
zn, yQ' z.B and yk as below:

V

zv' + nv
o

1 1
f' 0 = vena + kf' - nk) + zv'(k - a) f:. 0
a k

at the origin. Thus zn,yQ'z t3,yk belong to I. Considering yhz and zhy ,

then 1= (zn,yQ'z.B,yk,nv(O)zn-l + f'yQ'+lz.Bl, ayQ'-lz.B+I + kyk-l Z ).

So 1= (g, mtl(g». By Theorem 2.5 f ~ v(O)zn + yQ'z.B + yk ~ zn +
yQ'z.B + yk.

(ii) Now let f = zn +u(z, y)yQ'z.B +yk. Also by a nonsingular linear
change of coordinates, it is enough to consider l(z, y) = zn + yQ' z.B +
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v(z, y)yk where v = v(z, y) is a unit in 20. Then compute the ideal
J = (e, mA(e» as follows:

l! = zn + yOtzfJ + vyk

zl!:, = nzn + I3yOtzfJ + v~ykz

yey = exyOtz/3 + (yvy + kv)yk

yl!~ = nyzn-l + f3yOt+l zfJ-1 + v~yk+l

zl!y = exyOt-l zfJ+1 + (yvy + kv)yk-l z.

Similarly as the previous case, solve the equation f == zlz == yfy =
o (modJ) relative to zn,yOtzfJ and yk. Then we prove easily that
zn,yOtzfJ and yk belong to J. Considering yl!z and zR.y , then J =
(zn, yOtzfJ, yk, nyzn-l + f3yOt+l zfJ-1 , exyOt-l zfJ+1 + kv(z, O)yk-l z) where
v(z, 0) is a unit in 20. Therefore € R:: zn +yOtzfJ +v(z, O)yk by Theorem
2.5. By another nonsingular linear change of coordinates at the origin,
zn + yOtzfJ + v(z,O)yk R:: zn + w(z)yOtzfJ + yk where w(z) is a unit in
20. By (i), we proved the theorem.

THEOREM 3.2. Let f(z,y) = zn+yk+uyOtzfJ andg = zn+yk+vy1'z6

where n < k, (n, k) = 1 and u = u(z, y), v = v(z, y) are units in 20
and 1 $ 13, 6 $ n - 2; 1 $ ex, 'Y $ k - 2 with nex + kf3 > nk and
n'Y + k6 > nk. Then f R:: 9 if and only if ex = 'Y and 13 = 6.

Proof. By Theroem 3.1, if ex = 'Y and 13 = 6 then f R:: g. Now
suppose that f R:: g. Then by Theorem 3.1, we may put f = zn +
yk + yOtzfJ and 9 = zn + yk + y1'z6. Let us prove the condition that
~ ='Y ~d [3 = C. AsSl,UUC t.he cootrat'Y. So it is enough to consider the
following cases : (I) ex + 13 < 'Y + 6 and (11) ex + 13 = 'Y +6 with ex i= 'Y.

By definition, if f R:: 9 then there is a biholomorphic mapping 4> :
(U1,O) -+ (U2 ,O) such that uf = go 4>, where U1 and U2 are open
subsets containing the origin and u is a unit in 20. Write 4>(z, y) =
(H,L) as follows:

H = H(z, y) = az + by + H2 + H3 +.. . and

L = L(z, y) = cz + dy + L 2 + L3 + ...
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where Hn and L n are homogeneous polynomials of degree n with Hn =
Hn(z, y) = an,ozn + an_l,lZn-ly + ... + aO,nyn and L n = Ln(z, y) =
bn,ozn + bn_1,lZn-ly + ... + bO,nyn.

Note that ad - bc =f:. o. Then go 4>(z,y) = (az + by + H2 + H3 +
... )n + (cz + dy + L2 + L3+ ... )1(az + by + Hz + H3 + ... )6 + (cz +
dy + Lz +L3+... )k = u(zn + yCX z/3 +yk)where u is a unit -in zO. We
know that b = 0 because n < k, 0: + f3 > nand "'( + 6 > n. Let us prove
the first case (I).

(I) We are going to separate this fact into the following three cases
: (i) 0: + f3 < k, (ii) 0: + f3 = k, (iii) 0: + (3 > k.

(i) 0:+f3 < k: Observe that Hz, H3,··· ,Hcx+/3-n can be analytically
divisible by z in the expansion of HP in go 4>( z, y), considering 20 as a
unique factorization ring up to a unit [3]. Therefore in the expansion of
Hn = (az.unit+Hcx+,8-n+l+... )n, we cannot find a nonzero monomial
yCX zfJ with !3s n- 2 because f3+ (n -73)(0: + f3 - n + 1) > 0: + (3 if and
only if (0: + f3 - n)(n - f3 - 1) > O.

(ii) a + f3 = k: Observe also that Hz,H3,··· ,Hk-n can be analyt
ically divisible by z in the expansion of Hn in go 4>(z, y). To find the
set of nonzero monornials ylzm with R. + m = k and m ::s; n -1 in the
expansion of 9 0 4>(z, y), it is enough to consider the following:

Since the coefficient "of monomial yk-l z must be zero, ad:- bc =f:. 0
implies that c = O. Therefore we cannot find a nonzero monomial
yCX zfJ in the expansion of 9 0 4>(z, y) because (3 ::s; n - 2.

(iii) 0: + f3 > k: Note that Hz,H3 ,· .• ,Hk - n can be analytically
divisible by z inthe expansion of Rn in go 4>(z, V). Since there is no
nonzero monomialyk'-lz in uf, 0: +13> k implies that" c"="O andaIso
Hk-:-n+l"can be divided by z analytically in zO. So in the expansion of
go c!>(z, y) to find a nonzero ~onomial yCX zfJ, it is sufficient to consider
the following:

(az. unit + H k- n+Z+ Hk-n+3 + ... t + (dy + £<}. + L3+... )k.

Now we are going to show that (iiia)there is no nonzero term yCXz/3 in
the expansion of Hn and (iiib) there is no nonzero term yCXz ,8 in the
expansion of Lk. Consider the case (iiia). If Hj can be analytically
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divisible by z for all j, there is nothing to prove. IT not, let m be the
smallest positive integer such that H m cannot be analytically divisible
by z. Then in the expansion of Hn, zfl-1 Hm contains a nonzero mono
mial zfl-1 ym. If n -1 +m ~ ex. + f3, there is no nonzero term yOl zP in the
expansion of HfI. IT n - 1 + m < ex. + f3 and there is no nonzero mono
mial ym zfl-1 in the expansion of L k , then we cannot find a nonzero
term ym zn-1 in uf, because if exists then ex. ~ m and f3 ~ n - 2 would
imply that ex. + f3 ~ m + n - 2 < ex. + f3. It is a contradiction. So it
is enough to prove that if n - 1 + m < ex. + f3 and there is a nonzero
term ym Z fI-1 in L k, we could find a contradiction. Then let r be the
smallest positive integer such that L r cannot be analytically divisible
by y. Thus we would get some inequality as follows:

n -1 +m ~ m +r(k - m).

Claim that n-1+m = m+r(k-m). Ifn-1+m > m+r(k-m), then
there is neither a nonzero term ym zr(k-m) in uf nor in HfI because
k + n - 4 ~ ex. + f3 > n - 1+ m > m + r(k - m) implies that k - 3 > m
and r(k - m) < n -1. Since there exists a nonzero term ymzT(k-m) in
go </J(z, V), it would be a contradiction. Therefore we get the equation:
(A) n -1 +m = m + r(k - m).

Now consider a nonzero term yk-1 ZT in L k . Note that k - 1 + r <
ex.+f3 because ex.+f3 > n-1+m = m+r(k-m) and m+r(k-m)-(k-1+
r) = (k - m -1)(r -1) > O. Since there is no nonzero monomial yk-1 zr

in uf, if there is no nonzero term yk-1 Z r in HfI then there is nothing to
prove. If there is a nonzero term yk-1 zr in Hn, by the similar method
just as before, we get another equation: (B) k - 1 +r = r +m(n - r).

. . k m+1
From twoequatlOns (A) and (B), k(l+r) = n(m+1), I.e., - = --1-.

n r+
Note that (n, k) = 1. So the equation k(l + r) = n(m + 1) does not
hold because k - 1 + r < ex. + f3 ~ n + k - 4 implies r < n - 3. Thus
we proved the case (iiia ).

Next, using the similar technique as in the case (iiia ), we can prove
the case (iiib). Thus we proved the theorem in the case (1).

Similarly, we can prove the case (H).

In the assumption of Theorem 3.2, if f = Zfl + yk + yOlzP '" Zfl + yk

with 1 ~ ex. ~ k - 1 and 1 ~ f3 ~ n - 1, then we can prove that the
result of Theorem 3.2 may not be true by the following examples:
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(1) Let f = z4 + y8 z + y9 and 9 = Z4 + y7 z2 + y9. Then f::::: 9 but
f ~ z4 + y9 by Theorem 2.5.

(2) Let f = z4 + y4 z3 + y9 and 9 = z4 + y8 z2 + y9. Then f::::: 9 :::::
z4 + y9 by Theorem 2.5 and Theorem 3.1.

THEOREM 3.3. Let f = zn + yk + r;CiPi and 9 = zn + yk + r;djQj
where n < k, (n, k) = 1 and each Ci and dj are nonzero numbers if
exist and po. = yQ;z/3; Q. = y'"'fj zOj with 1 < a' 'V' < k -2 and 1 < 13·

" I , } - ",} - - "

Dj ::; n - 2 satisfying that nai + kf3i > nk and n"(j + k6j > nk. Let
mU) = Min{ai + f3i: Ci =1= O} and m(g) = Minhj + Dj : dj =1= O}. If
f::::: g, then. ((ai,f3i) : ai + f3i = mU)} = {("(j,Dj) : "(j + Dj = m(g)}
as sets.

Proof. By the similar method as in the proof of Theorem 3.2, we
can prove it.

THEOREM 3.4. Let f = zn + yk + r;CiPi where n < k, (n, k) = 1
and each Ci is a number it exists and Pi = yQ; z/3; with nai +kf3i > nk
and 1 ::; ai :s k - 2, 1 :s f3i ::; n - 2. Then f ::::: zn + yk if and only if
all Ci are zero.

Proof. See [4] or use the similar technique as in the proof of Theorem
3.2.

References

1. V. I. Amold, Normal forms of functions in neighborhoods of degenerate critical
points, Russian Math. Surveys 29 (1974), 10-50. .

2. K Briffikorn and H. Knorrer, Plane algebraic cuf"'/./es, English edition, Birkhiiu
ser, (1986).

3. R. C. Gunning andH. Rossi, Analytic functions of several complex variables,
Englewood Cliffs, N.J., Prentice-Hall (1965). '

4. C. Kang, On the type of plane curve singularitie's analytically equivalent to the
equation zn + yk =0, with gcd(n, k) = 1, J. KMS. 29 1)0. 2 (1992), 281-295.

5. __, Topological classification of irreducible plane curve singularities in
therms of Weierstrass polynomials, Proc. Amer. Math. Soc. (to appear).

6. J. N. Math~r and S. S.-T. Yau, Classification of isolated hypersurface singular
ities by their moduli algebras, Invent. Math. 69 (1982), 243-251.

7. S. S. -T. Yau, Milnor algebras and equivalence relations among holomorphic
functions, Bull. AMS. no.2, Sept. (1983), 235-239.



Some analytic classification of plane curve singularities 317

Department of Mathematics
Seoul National University
Seoul 151-742, KOREA




