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I . Introduction

The goal of 3-D image signal processing is to 
recognize or understand 3-D scenes from vsual in­
put. The visual input may be a monocular image, 
a range image or time sequence images. A major 
difficulty with 3-D image signal processing is that 
a 3-D scene may include many objects which look 
differently depending on the viewer direction, 
illumination conditions and geometrical relations 
among objects. We human beings can usually 
understand such scenes easily by using rich 
sensor information acquired from an environment 
and knowledge about the world (or the world 
model). In order to realize a comparable 3-D im­
age signal processing system, we have to solve 
the following problems :

• Acquiring range information of a 3-D scene
• Making a description of a scene from input 

images which may consist of color images and/ 
or range images

• Interpreting the description using the world 
model.

On the other hand, the typical tasks of 3-D image 
signal processing include (a) the navigation of 
autonomous vehicles on the land, in the sky or 
under the sea (b) the assembly or inspection of 
manufactured parts and (c) the analysis of micro­
scopic images and medical X-rays. In a number of 
applications, the goal of the 3-D image signal 
processing system is to identify and locate a 
specified object in the scene. But, the situation 
of the applications of 3-D image signal processing 
system has been quite different. In industry, 
which is the largest application area, the major 
difficulties mentioned above have been avoided bv 
controlling the viewer direction and illumination 
conditions, or even by constraining the geometri­
cal relation of objects. For example, 3-D position 
of an object is easily obtained from a monocular 
image by imposing a constraint of the object pos­
ition. However, the 3-D position can not always 
be constrained in such a way. A typical example 
is flexible objects such as pipes or wires. For 
assembly of such objects, simple binocular vision 
or active range finding systems have been employed. 
Another important application of current 3-D image 
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signal processing is geometrical inspection of 3-D 
objects. Since no geometrical constraints can be 
used for the inspection, range data acquisition is 
indispensable. The process of range data acquisition, 
3-D scene representation & matching method 
along with the application areas of 3-D image signal 
processing are described in the next chapters.

U. 3-D Image Signal Processing Techni이ues

An important aspect of any 3-D image signal 
processing system is its data acquisition module. 
The task is performed in one of two approaches : 
passive or active. In the passive approach, 3-D 
information is inferred from the scene 니sing 
existing energy in the environment, such as 
reflected light. In the active 저pproach, the 3-D 
information is derived by projecting external 
energy waves, such as sonar waves and laser 
light. In this chapter, the active methods are 
reviewed and the passive methods are dealt in 
the next chapter.

1. Active-Range Sensing
Active-range sensing can be divided into two 

main classes. In the first calss, the principles of 
triangulation are used. Each point in 처 scene is 
highlighted, using a sheet of light, and observed 
by the sensor.

Then, using the known geometry of the imaging 
system, the distance of each highlighted point to 
the sensor is caluculated (see Figure 1). Typical 
methods are given in the references 丄

One of the disadvantages of a first class(tri- 
angulation-based methods) is the shadow effect, 
where a region of the scene is not visible to 
either the laser or the sensor. On the other hand, 
in the second class(time-of-flight-range finders), 
a laser beam is emitted and received along the 
same path, eliminating the shadow problem. 
However, since these systems depend on the 
returned laser light to measure the distance, high- 
energy laser sources, possibly harmf니 to the human 
eye, are required. Also, most time-of-flight range 
finders require complex electronics, raising the 

Fig 1. (a) The geometry of a typical laser triangulation system
(b) View of the setup
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cost of such sensors. Two classes of laser sources 
are used in timeof flight scanners : pulsed [5]~[6] 
and continuous-beam lasers

2. Segmentation of Range Images
Once the necessary measurements (e. g range 

images) from the scene have been made, the data 
must be represented using symbolic description 
to enable the system to carry out the specified 
high-level processes, such as matching. The key 
to performing such tasks is the means by which 
shapes are described by the system. In a large 
number of cases, local-surface properties such as 
surface curvature and surface normal, are used to 
describe the shapes. Briefly, surface curvature is 
the rate at which the surface derivatives has 
from its tangent plane. Curvature is an important 
measure since it is invariant to viewing directions 
and does not change with occlusion. However 
prior to the calculation of most surface properties, 
such as curvature and surface normal, the input 
data such as range images must be smoothed. 
The reason is twof이d. First, the measurements 
made by the sensors are often inaccurate due to 
detector noise, quantization, calibration errors and 
other sources of error, such as “speckle”. Second, 
the calculation of curvature involves second-order 
partial derivatives, magnifying the effects of any 
noise present. To solve the problem, Brady et al. 
[9] and Yang [10] have used Gaussian smoothing 
[11], Once noise reduction processes (i.e smoothing) 
are completed, many of surface properties such as 
curvature and surface normal, may be approximated 
using one of two general approaches.

In the first method, a mathematical function, 
such as a spline, is fitted to the data, and then 
the necessary partial derivatives are solved at 
each desired point using the resulting function 
(see, for example, Vemuri et al [12]). The disad­
vantage of this approach is that the image must 
be partitioned, since no single function can 
approximate all area of an image. This in turn 

requires detection of depth discontinuities in the 
depth map.

The second approach to finding the surface 
properties uses a set of local window operators 
convolved with the im서ge data points, to calculate 
the partial derviative at eath point. The partial 
derivatives are then used to approximate the 
desired surface properties. In this approach, the 
size of the operator plays an important role ； small 
windows might not yield good approximations to 
curvature because the area may be too planar. On 
나other hand, large window operators may overlap 
areas which include surface discontinuities, caus­
ing erroneous measures close to boundary points. 
Nevertheless, the second and more computation거lly 
efficient approach has been more popular. This is 
partly because most systems in the past have 
used only the sign of the curvature values rather 
than the actual values. Further detailes are found 
in references

3. Representation
Representations are used to describe shapes. 

Unlike quantifiable entities such as motion and 
intensity, the description of complex 3-D shapes 
requires hundreds of parameters and is complicated 
[19]. Such representation is not computationally 
feasible today if it is intended to be used in 
matching two objects. However a representation 
may be feasible for matching if it is (a) unam­
biguous (no two different objects have the same 
representation), (b) unique (there is a single des­
cription for each object using the representation 
scheme), (c) not sensitive(with respect to missing 
data points, such as in the cases of occlusion), 
and (d) convenient to use, in the matching stage, 
and to store. This section divides representations 
used for 3-D object descriptions, into surface-based, 
discontinuity-based, and volumetric-based schemes, 
and reviews each class briefly.

(1) Surface-based representation
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In the class of representations, surface properties, 
such as surface normal and Gaussian c니]:vature, 
are approximated and used in the description of 
the collected data points. Among the surface-based 
representation methods, Gaussian sphere method 
maps the orientation of the surface normal at each 
point of the surface to the unit sphere [20]〜[21].

The moment-based method defines the proper­
ties of shape by the moments of functions after 
the shape is described by mass function [22]. In 
the discontinuity-based representation, rather than 
store information about the surfaces, the infor­
mation about the points where the characteristics 
of an area on the surface change are preserved, 
and the curves embedded in 3-D space are 
detected and represented by mathematical means 
such as parametric polynomial curves or rational 
B-splines.

Other schemes include the space curve method 
which descrives bounding contours [23] and the 
surface primal sketch method. The surface primal 
sketch method extends curvature primal sketch 
[24] by detecting and classifying several types of 
discontinuities, such as steps, roofs, smooth joins, 
shoulders, etc. into model [25]. The aspect graph 
method represents each distince 2-D, viewpoints 
of 3-D objects as a node, transformations and visual 
events as arcs [26]. In the discontinuity labeling 
method [27]〜[28] similar to polyhedral edge 
junction graph, each node represents polyhedral 
vertex, curved junction, self-occlusion, etc., and 
link eack represents convexity, concavity, occlusion, 
limb(defined as a depth discontinuity by a smooth 
surace curving away from the viewer), etc.

(2) Volumetric Representations
This class of representations describe volumes 

rather than surface or discontinuities of surfaces. 
While most such representation schemes are 
efficient in describing shapes, their disadvantage 
is that first, in most cases, the objects have to be 
symmetrical and simple in shape. Second, these 

representations may not be used directly in the 
matching stage. The class of representations has 
been used most often for CAD modeling rather 
than for recognition tasks. Volumetric represen­
tation method includes super quadrics [29], octrees 
[30], CSG(Constructive Solid Geometry) [31], 
sweep representation [32], etc.

4. Matching
Once the appropriate descriptions are derived 

from the data and the appropriate model, the 3-D 
image image signal processing system is able to 
match the two descriptions completing the task 
of object recognition. This is performed in two 
steps. In the first step, a correspondance is estab­
lished between the two sets of descriptions. The 
matching strategy must be able to achieve this 
step using a partial description of the object and 
its full model description to account for possible 
missing data points due to the possibility of partial 
occlusion, a single viewpoint, field of view, etc. 
Mostly used methods for this processing are tree 
search method [33]~[35] and attributed graphs 
method [36]~[38]. In the second step, using the 
established correspondances, a geometrical trans­
formation (usually a ratation matrix and a trans­
lation vector) is derived such that the model may 
be transformed to the orientation of the object in 
the scene. For this, Ikeuchi & Hong [39] estab­
lished a free coordinate system, and Faugeras & 
Hebert [40] used quaternions to represent rotation 
matrix. Also the generalized Hough transform〔19： 
is a very useful way in orientation determination.

ID. Applications

In the 3-D shape inspection, since geometrical 
constraints cannot be applied, range data become 
indispensable. Active methods(i.e. range finder) 
are adopted in the indoor applications and for the 
outdoor use passive methods(i.e. stereo vision) 
are applied.
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1. 3-D Shape Inspection
Most of practical 3-D vision sensors are based 

on active triangulation : they project a light beam 
and detect the reflected light with an image 
sensor. Although some of them were developed 
for recognition of 3-D objects, a few has been 
actually used for recognition. Toyota Central 
R&D Lab., for example, developed 거 3-D vision 
sensor which can obtain range data of 150 X 241 
points in 2.5 see [41].

It consists of a laser for projecting a sheet of 
light, a TV camera for obtaining the reflected 
light image, and a processor for determining the 
position of the light (see Figure 2).

3-D VISION SENSOR

Fig 2. A 3-D vision sensor for object recognition

The Initial goal was classfication of machine 
parts which can not be discriminated from the 
outer contour alone. The classifier uses, in addition 
to the outer contour, the shape of a few sections 
at specified heights which is derived from the 
range data. Currently, it is used for inspection of 
3-D positions of assembled machines, the 3-D 
shape of machine parts such as body panels [42], 

cylinders or IC chip leads [43].

2. High Speed Streo Vision for Autonomous Vehi지e
Although the. active triangulation range finder 

described in the previous chapter is reliable in 
controlled environments, it is not suitable for use 
in outdoor environ-ment because the illumination 
is very strong in daytime and the light relfected 
on distant objects is too weak. Passive stereo 
vision has long been studied to be used in such a 
case. Major difficulties in- stereo vision are the 
following:

• There is no established method for finding correct 
correspondance between a stereo pair of images

• Finding correspondance requires much compu­
tation

For simple environments, however, those pro­
blems can be avoided. An example is a road scene 
where only obstacles are big objects such as cars. 
Tsugawa et al [44] made a wired circuit stereo 
vision for an autionomous vehicle which ran on a 

test course with guard rails.
Recently many companies have interest in 

stereo vision for obstacle detection in outdoor 
environments as well as 3-D geometrical inspections 
in factories. An example of the former application 
is the assistance of a driver by finding other cars 
on the way. For practical use, simpler stereo 
vision is developed to achieve a quick response. 
Based on the principle similar to [44], a stereo 
vision system is realized by a variable structured 
image processor for MPersonal Vehicle System” 
developed by Fujitsu and Nissan. This system at 
first finds white lines on a road and them 
searches the candidate area determined from the 
white lines for obstacle [45]. A pair of cameras 
are tiled 90 degrees and mounted between two 
front lamps at different heights. The horizontal 
scanning of both cameras, therefore, corresponds 
to a vertical scanning in the actual 3-D space. 
The video signals are differentiated and edges are 
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detected by thresholding. Note that horizontal 
edges are easily detected by the vertical scan­
ning, while vertical ones or steeply tilted ones are 
not.

Assuming that obstacles are brighter than dark 
asphalt road, and that they have approximately 
horizontal edges, the principle of the stereo is to 
find a positive and negative edge pairs in a stereo 
pair of images during each scanning period, and 
obtain a corresponding pair of the edge pairs as 
shown in Fig. 3.

(a) Lower edge image

Fig 3. Principle of a simple stereo matching

Fig 4. Stereo matching by a variable structured im거ge 
processor

Actually the variable structured image processor 
first finds corresponding edges in a pair of images, 
and then another computer obtains positive and 
negative pairs. In order to obtain corresponding 
edge, the processor generates multiple pairs of 

image with different parallax as shown in Fig. 4, 
and finds matching pairs of edges for each pair of 
images.

Among the obtained matched edges, positive 
and negative edge paris are selected These edge 
pairs are classified, according to the distance 
computed from the corresponding parallax, into 
obstacle candidates or just edges on the road. 
Only when enough number of connected obstacles 
are found in consecutive scannings these candidates 
are determined to constitiute an obstacle. This 
stereo vision system worked for finding cars in real 
time on a clean test course. The system, however, 
is not reliable enough for actual use. Two of the 
important limitations are the followings :

-Only distinct edges are used for finding the 
stereo pairs of correspondance

• That only a pair of positive and negative edges 
is detected as an obstacle candidate

IV. Con시usion

A 3-D image signal processing system consists 
of a range finding process to acquire range data, 
range image segmentation, representation process 
& matching process. The processed range data 
find many appHcation areas in 3-D shape inspection. 
Further, 3-D image signal processing techniques 
are used in ALV, in reconstructing 3-D scene 
structures [46] where color and range information 
are combined in the process, in 3-D information 
extraction [47] where monocular colour images 
undergo scene interproetation process. However, 
object recognition is not widely used in industry. 
The speed of current systems, from data collec­
tion to identification, is slow for most industry 
applications.

Segmentation and low-level image-processing 
tasks in general are the major bottleneck in the 
process. However, some of the existing methods 
could be perfomed using parallel processing 
techniques to reduce the required time. So far, 



3차원 화상 신호처 리 기술과 그의 옹용 105

even though many methods are proposed and 
used, each method has its own drawback and no 
method is proven to be superior in image recog­
nition for all circumstances. It is because there is 
not a well-defined function to model the human 
vision system. It is believed the reason comes 
from the fact that all the traditional approaches 
are based entirely on the crisp methods. This lead 
the research efforts to new directions, such as in 
fuzzy, neuro and neuro-fuzzy system, for better 
image processing. In the future, many new 
techniques in this closer-to-human direction are 
expected to be suggested and parallel processing 
will play important part to increase the image 
processing speed.
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