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The Characterization of Optimal Control

Using Delay Differential Operator

Shim, Jaedong

ABSTRACT. In this paper we are concerned with optimal control 
problems whose costs are quadratic and whose states are governed by 
linear delay differential equations and general boundary conditions. 
The basic new idea of this paper is to introduce a new class of linear 
operators in such a way that the state equation subject to a starting 
function can be viewed as an inhomogeneous boundary value prob
lem in the new linear operator equation. In this way we avoid the 
usual semigroup theory treatment to the problem and use only linear 
operator theory.

1. Introduction
Let 況 be the field of all real numbers and let 3?n be the Euclidean 

real Hilbert Space of finite dimension n(n > 1 integer). For given 
0 < r < <i < oo, [—t, ii] be an compact interval. Also for given 
integer p, let denote the Hilbert Space of x : [~r, fi] —> 3砂 such 
that

I씨 = (仁w('씨2 <*•

The inner product < •, • > of 乂p is denote by < x, y >= f?r a广(t)y(t)dt 

For a € ||에 = (a*a)玄 . Let —oo < a < 6 < oo be real numbers.
L하 [a, 5] will denote the space of equivalence class of all square inte
grable functions from [a, 6] into 3Jn. :qa,b] denote the restriction of x 
to [a, 6].
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Consider a linear delay differential equation

= Ai(Z)：r(《) 十八八)찌] — r) + f(t), t e [0,ti]

(1.1) x(t) = /(<), t e [—7■，이

where Ai(t), A2CO are n 乂 n real matrix valued functions whose 
columes are in and f G ^n. Equation (1.1) is the simple delay
differential equation. However, analogous properties to those listed 
below can be derived for more general types of equations having time- 
varing delay, multiple delays, and so on.

It is well known that there exists a unique real continuous solution 
which satisfy (1.1) a.e on [—r, f 1] when the given initial function x(t) = 
f(t) is continuous on [—r, 0]. In Halany [5] he discussed about the 
solution of equation (1.1) when the initial function is continous, and 
found the solution in terms of fundamental matrix solution utilizing 
the adjoint systems. But our equation is different from [5] in that 
initial function is in L? ([—r, 0]; 32n).

In section 2 we introduce a new linear operator in such a way that 
the state equation subject to a starting function can be viewed as an 
inhomogenious boundary problem, and derive the adjoint operator 
of new operator, and then define the formal adjoint operator which 
will be play an important role in the characterization of the optimal 
control. Also, we discuss about fundamental matrix solution of (1.1) 
and adjoint system, and find the relation between two matrices. And 
then we discuss the solution of delay operator equations. Also we 
characterize the fundamental matrix which will be useful in practice.

In section 3 we consider the optimal control over a closed convex 
subset of L까 [—t, 切 and develop the necessary and sufficient condi
tions for an optimal response pair in terms of adjoint equations and 
inclusions.
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2. Delay differential operator
Define the delay differential operator 安 : DorW — Kn by

— Ai(t>(t) — A2(t)x(t — r),
(^)(*) = (、

l 政),

t € [0,<i]

t € [—0)

where

i) DomQ = {x e 火nk[o,ti] 6 A이O,ti],i：[o,tl] G L$[0,ii]}

ii) Ai(t) and A2G) are n x n real matrix valued functions whose

columes are in Nn.

We see that 分 is a linear operator.

THEOREM 2.1. Let 分 be difined as in the above. Then the adjoint 
operator 分* : jDom分* — 乂n is

( y(t) — + r)y(t + r), t e [—r, 0)

(分*?/)(i) = < —y(t) — A；(切/(0 — + r)y(t + r), t e [0,ti — r)
I —y(t) — t e [fl — r,ti],

where

£>om文* = {y £^n\ = ?/(0) =(功⑴成] e A이0,切,

#[o,h] 三 I가[0,<i]}.

Now let’s define the formal adjoint operator, which will be useful 
to the characterization of optimal control, 分서’ :」Dom安十 一스 Kn by

' y(') — 刀;('+ rh/('+ r), 허 g[—r, 0)

(安+!/)(') = < —y(t) — + r)y(t + r), t E [0,<i — r)

. —y(t) — A；(t)이(f), t e [ii — r,'i]
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where

Z>om安十 = {y e 乂시卵),^] e A이o,ii],g0,tl] e I자[0,切}.

Note that 結* C 3斗.

Define a n x n matrix valued functions X(f, <s) and F(<s, f) on 況 x 3우 
as follows; for each s e fixed,

i) X(M)= Zn

X(t,s) = 0, t > s

(2-1) r\
雨x(t, s) = A；(f)X(i, s) + A^(t)Y(t — T, s), t > 3,

ii) y(t,i)= /n

y(s, t) = o <s > i 
r\

—y(3,f)= a;(昌)y(3,z)十 刀；(昌 + r)y(3 + r, f), s <t. 
CAS

Then we have the following theorem.

Theorem 2.2. X(i, 昌) = K*O，t), for all i, 昌 e 況.

The following theorem characterize the fundamental matrix solu
tion X(t^s) of (2.1) in terms of the fundamental matrix solution $(f) 
of i(<) = Ai(i)⑦(i).

THEOREM 2.3. Let ①(t) be the n x n fundamental matrix solution 
of i(t) = Ai(t)x(t). Then

£

i=0
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where
i) £ E N such that t E [s + €t, s + (€ + l)r]
ii) H0(t,s) = I.
iii) for j = 1,2，• • •，으

= / 、 f 1)『 左(시0巧—1(°수)d아 匕 +汗 江'으 昌+ (J + 1>
巧(M) 引 n 』 .

( 0, otherwise

here h(a) = $”"1(a)A2(a + r)①(a + r).

PROOF. We construct X(t,s) using “step by step”method. Since 
for i < 昌 + r, X(t — r, <s) = 0, for 昌 ：$ t < «s + r, (2-1) becomes

而 X(f,s) = Ai(t)X(<,5), Cz V
X(3,3)= I.

Now X(t,s) is the matrix solution of i(t) =
Thus X(M) = $(f)C(3). But X(s,s) = I. Therefore C(s) = $“'1(3).
That is,

X(t,3)= $(i)$“1(s), for 3 < t < a + r.

For s + t 으 i 으 昌+ 2t,

—s) = Ai(t)X(t^s) 十 A2(t}X(t — t,<s) 
ut

with X(s 十 t, 昌) = $(3 + r)$“1(s). Therefore

X(t, s) = 到i)^-1 (s + t)X(s + r, 昌)

十 서 $(t)$“"1(a)A2(a)A’(a' — r, s)da
J s-|-t

= 到甘①-乂昌 + T)①(S + 心①-乂昌)

「t — T
+ / + r)A2(a + T)$(a)$-1(s)da

= $(<)(!+ I $“1(a + r)A2(a + r)$(a)Ja ]
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Let
『누

= J $—x(a + t)A2(伏 + 丁)①(아》서•

Then = ①(f)(I + 2fi(i, 昌))①— 仙).

Now we show 4아)y induction ” that for 3 + < t < «s 十 (€ + l)r, where

pt — T
ii)Jfi(i,s)= I A(a)H}_i(a,«s)c/a, i = 1,2,…,'

!)r

here h(a) = x(a + r)A2(a + r)①(a).
Suppose that for s + (^ — l)r < t < s + £r,

£-1

i=0

Then ior s + £r < t < s + + l)r,

X(t, s) = 到t)^-1 (s + €r)X(s + £r, s)

+ [ $(<)$“1(a)A2(a)X(a — r^s)da
J 어’Zr

€—1
= 到t)$—1 (s + €t)$(3 + €t) 乞 Hi(s + £r, 寸①-1 (s)

i=0
£—1

$“1(a + t)A2(ol + r)$(a) 리 JZ’i(a',5)$”1(5)cZa 
i=0

T \

pt — T
+ 臥') /

J s+(€—1)T
’ ( fs+(€-l)r

h(a)da + / h(a)dct
J «+(€-1)T
ft —T

= $(t) 1 +

/ y어"(€—1)t
+ { I /z(a)2fi(a,s)da 十 / s)da
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/ l)r [t-r \
+ ( I 7z(a)Zff_2(a,3)G + / h(a)_Hf_2(a,«s)(i이

\Jh(€-2)t J 어•(t-l)r )

+ I /i(a)2ff_i(a, t > s.
』s+(€-l)r .

Thus we have
t 

X(M) = $(t) 乞 瓦(M)$—仏). 

i=0

In the following theorem we state the solution of delay differential 
operator equation.

THEOREM 2.4. Let f G L후[—t,Zi]. Then = /(t), for a.a.
t G [—r, 헤 if and only if

i) x(t) =/(i), for a.a.t G [—r,ti)

ii) .：r(/) =X(f,0)a：o + j X(/,s + t)A2(5 + r)x(s)ds

+ 서 X(t,s)f(s)ds, t e [0,Zi]

where xq E 32n is given.

Now we state the corollary which will be useful to characterize the 
optimal control.

Corollary 2.5. Let f e L〒[0,fi +t]. Then (安+y)(t) = f(t), t e 
[—r, ti] if and only if

' A^t + r)y(t + r) + f(t), t e [—r, 이 
y(t) = < .

I K(Z1, t)0 + f：1 y(3, t)f(s)ds, t e [0, 切

where 0 g is given.
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3. Optimal control over L까[0,fi]
For i = 1,2, let E\ : 1세0, '1] ®L〒[0,<i] ― 況서 be defined by

Fi(u, x)= f (/A(<>(') + f：2(tMt))dt
Jo

where fn, fi2 are n x d, m x d real valued matrices whose columnes 
are in L후 [0,<i], L까 [0,ti], respectively. Let

J(u,x) 三 / (|J7삐2 + |VG|2)서+ |F1싸,,)|2, 
Jo

for u G 1세0, 우1], x G Pom分, where | • | is the Euclidean norm.
Let 7 G 3?서 be given. We consider the following optimal control 

problem;
Minimize J over all {u, x} such that

i) tz G L〒[0,ii], x G Dom結

ii) x(t) = f e [—r,0)

= B(t)u(t), t € [—"Mi]

iii) F2(u.x) = 7,

here B(t) is a n x m real-valued matrix whose columnes are in L^1 [0, ti] 
and(/>(<) G 1][0,切.

If F2(u, x) = M;r(0)+JV⑦(ii) for some constant matrices Af, N and 
Fi(u,:r) = 0, the above problem becomes a classical control problem 
associated with two point boundary condition.

Let D 三 {{u^x}\u^x satisfy i),ii) and iii)}. An element {u^x} E D 
is called a succesful control response pair. It is possible that D is 
empty. When {u+,x^~} minimize J over D, it is called an optimal- 
response pair.
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Define T : 1끼 [0, <1] —스 L〒[0,ti] by

T(u) = I X(t, <s)B(<s)w(3)cLs
Jo

and T : L까 [0, 切 ® — LJ[0, ti] by

(3-1) T(u,a：o) = X(t,O)a：o + T(u), t e [0,ii]

Then the state equation which satisfy condition ii) is expressed by

(3-2) x(t) = T(u,xo) + h(t),t G [0,<i].

Here h(t) = /으r X(t,s + t)A2(s + r)(/>(s)ds,t e [0, tj.
Let’s define the following ; for i=l,2,

Qi= fiiX(t,0)dt,
Jo

mi(t) = [ /%(s)X(s,/)成B(Z) + /》('), t G [0, 切

and 7i = fG(t)h(t)dt.
Also define Mj : —> R서 by

Mi(u) = I m，i(t)u(t)dt
Jo

Then for i=l,2,

FJu, x) = QiXo + Mi(u) + 7i

Also, for i=l,2, define Nj : (g) LJ1 [0, ti] —> 3社 by

Ni(a：o,tO = Qi^o + Mj(tz).
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Then F：2（u,：r） = 7 becomes

N2O0W）= 7 — 72.

Therefore D is not empty if and only if 7—72 € Range （N2）. Through 
this section, we assume that D is non-empty. Let {xq^u} be an arbi
trary but fixed elementary of N^’1（7 — 72）. Then

（3-3） N〕1^ —유） = {瓦, 石} + Null （心 2）.

Thus

D = |{立 + 立/]?（?1 + 立,2（）+ 就） + 方} |{io,아 E •

Let
E = {u e L〒[0,Zi]|7 — 72 — M2（u） e RangeQ2}

and pick an arbitrary but fixed algebraic operator part of Q2, say 이 . 

Then N2 （xo,u） = 0 if and only if u G E and £0 = —않爐2（立） + 5, q 6 
NullQ2- Therefore,

D = |u + u,T + u,xo — 애入此⑦） + g） + h\u G E, g G Null Q21 

Note that

Fi（ti,:r） = Qi （휴）一 Q|M：2（ii） + g） + Mi（石 + 立）,

for q G Null Q2 and u G E.
Now

J（u,z） = ||{l『u,T☆:,E\（tz,:z:）}||2

= || {l八立 + u）, W [示 g + u,호） 一 이M2（이 + 9） + 시 ,

Qi go — 앵M2（立） + 9） + Mi（石 + 에 ||

= || {Uu.WT g,q_ 않M2（il）） ,Mi（이 — 令이M2（히 + Qi?} 

+ {Uu, W [T （石, 휴0） + 시 , Qi瓦 + Mi（石）} ||
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for q € NullQ2 and u G E.
Thus we have the following lemma.

LEMMA 3.1. {u+, ⑦十 } is an optimal if and only if

以十 = 立 十 鉛 ⑦ = T （石 + 立,호）+ 9 —（개시2（立）） + h

for some u G E and q G NullQ2 such that {u, q} minimize

IK + P(u+)+ {o,iy(o,g),Q北} ||,

here
〈 = {@,끼示(石0,쥬0)+ 시,句1=1(石)} 

and

P(立) = ^Uu.WT (u.q — 읺M2(하) ,Mi(5) — Q1Q|M2(u)} .

Let’s define a closed linear relation P in (Lg1 x Rn) x (L〒 x L〒 x R/) 
by

p = {{{ii,d,P(히 + {o, wi(o,9),Q1?}} |u e e,9 g amzq2} .

In terms of the relation P, the above lemma can be restated in the 
following forms.

LEMMA 3.2. The followings are equivalent.

i) {u+,rr+}is an optimal.
ii) = u + u, :서’ = T (石 + 立,⑤ + g — Q|M2(ii)) + h 

for some {u,g} € E x Null()2 which is an Least Square 

Solution of —〈 e P(u,g).
iii) = u + u, = T + u,xq + q — 이人五⑦)) + h 

for some {iz, q} 6 E x NullQ2 such that

〈 + P(u, q) G (RangeP)±.
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We now state an existence theorem for an optimal control which 
follow easily from abstract setting from section 3 of Reference[6], ap
plied to the relation P.

THEOREM 3.3. Assume that there exists a successful control-response 
pair. An optimal control exists if and only if

—C E (JZcmgreP)丄 ® RangeP.

The following theorem characterize an optimal pair in terms of 
integral inclusion and matrix equation.

THEOREM 3.4. Let {u+,:r+} G D. Then {u+,a〉+} is an optimal 
pair if and only if there exists tj E Pom安十 and Si € DomQ^ (i = 1,2) 
columnwise such that

i) (分十끼여) = 形*(i)W『(<)甘(<), t G [0,fi]

川 (<i) = 0

ii) for j = 1,2, • • -，서,

(分+(易)(t) =t G [0,ti]

에허) = 0

iii) U*Uu노 + 5*77 + (B*6i 十 九) ^(甘,：서“)

— (B*52 +/22) (읾)* (入(•，⑴四丁☆:+ + Q；Fi(甘,:서지) 

e E 丄

and
入*0,0)形*形甘 十 Q；F1(甘,：서’) e {Null Q2)丄.

PROOF. By Lemma 3.2, {tz+,:r牛} is an optimal if and only if tz+ 
and ⑦十 have the same representation as in the lemma for some {u, q} E 
(7?<mgreP) 丄 satisfying

(3-4) 〈 + P(u, q) G (JlcmgreP)丄 •
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Since
C + P(ii,g) = {Uu.Wx^ (u+,z+)},

(3-4) becomes

(Uu^U鉛 + (E\ (甘, 甘),(4 — Ch읺M2(ti)) + Qig) 

(3-5) + (Wx^.WT(u,q- qJM2(u))) = O,for all u G E.

Note that

T(u,g-QjM2(u)) =y(f,0)(g —잉M2g) +(Til)(f), f e [0,切.

Therefore (3-5) implies

(/7*?九十+T*W*7r++ M；E\ (u+,z+)
— M；(이)* [乂*(0,.)印*1☆:十 — Q；Ff(甘,：r+)] ,鉛

+ (T((V)W『*I☆:十 + QJF! (甘,甘) ,g) = 0,(3-6)

for all u G E and q G Null Q2. That implies

(이)* (y*(o,0Tr*w『甘一 Q；Fi(u+,z+))

(3-7) +T*w*vr：r+ +Q；F1 包十形十) e E丄

and
T(0,0形*1☆:十 + Q；E\ (u+, 甘) G (Nulled)丄 •

Note that 하

T*w = B*(f) I :r*(/,3)w(s)(Zs
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and 하
Mi(v) = (fi2(t) + B*(t)우 1 入기世乃)/,!^)수) u(i).

Let 흐
77(f) = [ 1 入 *(', 昌) VP (寸四(3>+(s) 成

and ,

Then (3-7) becomes

U*Uu十 + B*7? + (B*5i 十 /12)1\(甘, 甘)

— (』W2 + /22)(Q0* (XG，(W*W +Qm W)

G E丄

This proves the theorem.

The above theorem covers a wide variety of optimal control prob
lems of delay differential equation subject to generalized two-point 
boundary conditions with a fixed initial function. In the following we 
drive the optimal control of classical two point boundary problem.

COROLLARY 3.5. Consider the problem of minimizing the func
tional

/此1Ji(u,x)= I (|l『씨2 + |m|2) Ji
Jo 

over all {u,x} such that

1) u E L〒[0,ti], x E Dom安

2) x(t) = 0(/), t £ [—r,0)

(分:r)(i) = B(t)u(f), t e [0,ti]

3) Mx(Q) + Nx(ti) = 7,

where M and N are d x n constant matrices.
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Then a succesful control-responce pair {u+,a:+} is an optimal if and 
only if there exists 77 G Dom^s+ such that

i) (分서'77)(/) = t e

可 Gi) = 0
ii) U*Uu+ + B*r] — B*(t)X*(t,s)2V*(Q0*X(.,O)I7*I☆:+

€ (EO丄

and
X*G，0)R*T7:r+ e (Null Q3)丄.

Here Q3 = M + NX (J；!, 0) and

El = {u e L〒[(M1]|7 —72 — 7V(Ttz)(ii) e Range Q3}

PROOF. We use Theorem 3.4 to prove this corollary. Since

~ /어 1
臥以, 分 = LAW) 政) + /VMO] 成

Jo
= + N x(ti)

for all (u,a?) satisfying (SJx)(i) = J3(t)tz(f) with x(t) = 
t € [—r,0),we have following relation;

「Lf；i WGHM)X0) + (Tu)(z)十 h(t)) + /VM/)]
Jo

= Mr(0) + N (XGi, 0)x(0) + (Tu) (h) + “))

for all :r(0) G 3?n and u G L〒[0,ti]. Also

[ (/)九(0 = JVA(ii) 三 7么

J 21



138 SHIM, JAEDONG

Hence
Q3 =M +川X(fi,0)

and
B*(t)62 + f22(t) = B*(Z)X*(t,s)7V*.

Therefore, iii) of Theorem 3.4 becomes

U*Uu노 + B*T] — B*(t、)X*(t,s)N*(Q|)*XC，0：W*I☆:+ e (Ei)丄 .

COROLLARY 3.5. Assume that d = n and Null Q2 = {0}. Let 
{u+,:z:十 } is an optimal pair if and only if there exists 77 G Z)om分서’ 

and Si G Pom安十 (i = 1,2) columnwise such that

i) (分+ 77)(') = t e [—7•，切

70) = 0

ii) for J = 1,2, • • •，서,

(安+60)(Z) = fnj(t), t e [—r,*i]

= 0

iii) U*Uu十 + 5*77 + (B*6i + /12)1\(甘,甘)

— (B*<52 +/22)(이)* (XC，0)W『*lb+ + 鉛1\(甘,:甘)) = 0,i G [0,切

PROOF. Since Null Q2 = {0}, E = L까[—r,ii]. Therefore iii) of 
Theorem 3.4 becomes

U*Uu 누 + J3*77 + (B*5i + /12) 凡(甘,:r+)
— (B*62 + /22) (읺)* (XG，0)VrW + Q；F!(甘,甘)) = 0,t G [031] 

and
X(-,0)W^Wx^ + Q；Fi (甘,：서“) e (Null Ch)丄

is always true. Thus we have the corollary.
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