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Development of a Real-time Voice Dialing System
Using Discrete Hidden Markov Models
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ABSTRACT

This paper describes development of a real-time voice dialing system which can recognize around one hundred
word vocabularies in speaker independent mode. The voice recognition algorithm in this system is implemented on a
DSP board with a telephone interface plugged in an IBM PC AT/486. In the DSP board. procedures for feature ex-
traction, vector quantization{VQ), and end-point detection are performed simultaceously in every 10 msec frame
interval to satisfy real-time constraints after detecting the word starting point. In addition, we optimize the VQ
codebook size and the end-point detection procedure to reduce recognition time and memory requirement. The dem-
onstration system has been displayed in MOBILARB of the Korea Mobile Telecom at the Taejon EXPO'93.
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I . INTRODUCTION

As speech is one of the most natural and ef-
ficient means of communication for most peaple,
there has been much efforts to add speech recog-
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nition capability to various machines. In particu-
lar. natural and efficient speech interfaces to var-
ious information service systems have been keenly
required to satisfy the rapid progress of informat-
ion demand on the way to a highly developed in-
formation society. This makes it possible to re-
duce the service manpower as wel} as to improve
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she queadity of telecommunication seevice,

Thi= paper presents a voice dialing systeny that
has been developed to provide various informat-
i =ervices at mobile telephone base stations. A
demonstration system using desk-top rmcrophone
wput was developed in advance on a workstation
o implement the operation procedure at the swit
ching office with the automatic voice calling ca-
pability. We have also developed a real-time voice
Jigling system on a DSP board plugged in an
IBM PC AT/I30,

This paper describes mainly the real-time voice
dialing system developed on a PC. In Section 2,
we present an overview of the developed real-
time voice dialing system, Details of the speech
analysis and recognition algorithins adapted for
real time operation are examined in Section 3, We
discuss the performance of the developed voice
dialing system in Section 4, and conclusions are
made 1n Section 5,

[{. VOICE DIALING SYSTEM OVERVIEW

2.1 Operation Procedure

The voice dialing system has four hasic calling
modes including, calling by numbers (digits), cal-
ling by institution names, calling by person names,
and re-dialing, in addition to cancellation and help
modes. One can call by numbers, /bunho/, by spe-
aking a seven digit of telephone number digit
by digit. Calling by institution names, fkigwanj,
i1s provided by speaking public institution names
that can be commonly used to everyone, which in-
clude fexpo/. /idongtongsin/, /kwahagweon/, /ch-
ungwadae/, /sichung/, /bangsongguk/, /kisang-
cheong/, and /byungwaon/ etc.

One can also call by person names, fireum/, which
should be registered in advance, The system can
recognize up to 10 person names, The re-dialing
mode, /tasi/, allows one to redial the phone num-
ber called most recently, The cancellation mode,
Jchuiso/, allows one to hang up the phone, and
the help mode, /annae/, is provided for a usage

inquiry of the voice dialing system,

The voice dialing system confirms the phone
number after recognizing the number sequence or
the name spoken according to each calling maode.
If one answers yes, the system dials the confirm-
ed phone number. If one answers no, it prompts a
message for him to select a calling mode again.
The system allows [ye/, feung/, /grae/. /yes/ and
JO.K./ for an affirmative answer, and /anio/,
Jani/, and /nof for a negative answer,

The operation proceduse has been designed to
restrict the number of retries for redial when the
recognition error occurs or the line is busy. if the
system connects to a destination number or it rea
ches the restricted number of dialing repetition,
an end message s issued before completing the
execution, Fig, 1 shows an example of the dialing
operation in the voice dialing system,

Voice Dialing System

l "Select a calfing mode, please.”

Adgwa, institution name

[ “Yes, say an insiitution name, pleasa.”

“The xwahagweon/s phone number
is Xxx-xxxx. May ! connect?”

" Wait a moment, please.
You will be connected soon.”

Fig 1. An example of dialing cperation,

2.2 Hardware Configuration

H/W configuration of the voice dialing demon-
stration system is shown in Fig. 2. The Elf DSP
Platform 1s a DSP board plugged in 16 bit AT bus
slot, which includes a Texas Instruments’ TMS
320C31 floating point digita! signal processor and
a 16 bit A/D and D/A converter. Voice dialing 5/
W is run on the DSP to recognize a voice com-
mand in real-time [1].
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Fig 2. H/W configuration of voice dialing system.

2.3 Software Configuration

A S/W configuration in the demonstration sys-
tem H/W explained in Section 2.2 is shown in
Fig. 3. The analog signal from a headset micro-
phone 1s converted to discrete numbers by an A/
D converter and then end-points of a spoken word
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Fig 3. S/W configuration of voice dialing system,

are detected., After the end-point detection, the
signal that contams only portions of speech is
tansformed inta o senes o1 I6L order melcensira
in the feature extraction procedure 2],

The fiow controller in the figure selects the dy-
namic time warping{DTW) procedure for speaker
dependent recognition mode and the hidden Mar-
kov model(HMM } procedure for speaker indepen-
dent recognition mode, In the speaker indepen-
dent recognition mede, feature vectors are qu-
antized using one of the codebooks according to a
selected calling mode, The Viterbi scorer compar-
es the quantized codeword sequence with trained
HMM parameters t¢ find a maximum likelihood
model {5).

The vowe dialng system has five kinds of code:
books and HMMs for four calling moedes accord-
Ing to the operation procedure and response word
groups (See Table 4.}, The flow controller select
corresponding codebook and HMMs to the selec-
red operation procedure. In the speaker depen-
dent recognition mode, input test pattern is com-
pared with reference templates that consist of
three utterances for each word spoken by the re-
gistered user. The reference pattern that has the
mimmal distance with the input test pattern be-
comes a recognized result, The result is sent to
the flow controller, and it sends a responding mes-
sage to the message handler for output.

. REAL-TIME SPEECH RECOGNITION ALGORITHM

3.1 Real-time End-point Detection

Input speech signal is processed frame-by-frame
in which the length of each frame is 10 msec.
Every three {rame interval, a short-time average
energy F(¢{) and a zero crossing rate(ZCR) Z(i}
of the speech signal are calculated by

a
1
2

[

£(7) = s(80¢ +a)l, i=0.1,2 (1)

;‘.!

2) =5 Dsgn{s(B0i+n)) - sguls(80i+n~1)),

i=0,1.2 (23
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In the equations, 7.3 and 1"} denote the mar-
ain to eliminate the effects of system noise and
hackground neise. and we use the values of § and
- 10. respectively, The threshold vaiues are up-
dated ever five frames by {3) and (4}, The upper
threshold ({'EZ), the lower theshold (LEL), and
the ZCR threshold (TZCR) are calculated by
using average energy {(m,), mean {m;} and stan-
dard deviation (¢;) of ZCR from three frames of
speech as shown in {3), The weighting factor for
each threshold value in (4), A, is 0.95", where #
increases by 1 every five frames.

Pause detection is done by observing 20 frames
of input signal. If there is no speech frame during
a 20 frame interval, an end-point is detected.
Pause is a silence interval hetween speech fram-
es, As for Korean digits, there is no silence in the
utterance, So we do not need pause detection for
digit recognition,

We have considered three points in the end-
point detection procedure for real-time operation
as follows. First, a word starting point is detected
without backtracking by calculating the short-
time energy of recent three frames including a cus-
rent frame, which enables us to decide whether
the current frame is a tentative starting point or
not. Second, the feature vectors are extracted
from three frames by the feature extractor, which
enables us to perform end-point detection and
feature extraction simultaneously with a small
input buffer for three frames of speech. Third,

the maximum duration of a pause is restricted to
20 frames not to delay the execution of recog:
mition procedure after the end-point detection,

3.2 Optimization of VQ Codebook Size

The performance of discrete HMM based speech
recognition system is affected by the size of the
VQ codebook. As the size of the codebook incre-
ases, it takes more time to encode a feature vec-
tor into a VQ codeword and the memory require-
ment for the codebook increases [7,8]. In ad-
dition, if the vocabulary size or feature vector sp-
ace is not so large, a larger codebook does not
always preduce a hetter recognition resuit,

As the purpose of our voice dialing system is to
recognize around one hundred word vocabularies
in real-time, we have chosen the codebook size as
small as the performance does not degrade, To de-
cide the codebook size, speaker independent digit
recognition expetiments have been performed with
the following speech database :

» recording environment : silent office

e training date : 10 utterances of 5 male and 5

female speakers

* test data: 1) utterances of 5 male and 5 fe-

male speakers

« A/D sampling rate : 10 kHz with 12 bit quant-

ization

Table 1 shows the recognition performance of spo-
ken digit for three different VQ codebook sizes,
Table 2 lists The required memory size and VQ
encading time for each codebook size are given in
Table 2. For the digit recognition experiments,
the number of words is 11 and the maximum num-
ber of HMM states is 18. From these simulation
resutts, we choose the VQ codebook size of 64 for
the voice dialing demonstration system.

Table 1. Codebook size versus digit recognition rate

i _Number of codewords | Average recognition rate
64 R4 %
128 9L.1 % ]
256 91.7 % B
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labie 2, Codehool =ize versus memory requirements

dred V) enenvhing time

Number of | Codebook size ' HMM size - VQ encoding |

codewards ! (word) ! {word) J time (msec}

codewords, word) ) werd) | time Tmsec
64 . 1024 | 1623 1 017
256 { 4096 i 54,262 .65

3.3 On-line Speech Analysis

Instead of serially executing feature extraction
and recognition algorithms after end-point detec-
tion, procedures for end-point detection, feature
extraction, and vector quantization are perforned
simultaneously in every 10 msec frame interval
after detecting the word starting point to satisfy
a real-time constraint., After A/D conversion with
8 kHz sampling rate, 80 samples of the speech
signal constitute a frame for every 10 msec.

In speaker independent recognition mode, fea-
ture vectors are extracted from Hammung-wind-
owed speech signal of three frames, 1.e,, 30 msec,
After encoding 16th order melcepstrum into a
codeword by VQ. the end-point of a word is de-
cided. This process is repeated everv 10 msec,
When the end-point is detected, a Viterbi score is
calculated for each reference HMM, and then a
maximum likelihood model is decided as a recogn-
1zed word. The processing time for Viterbi scor-
ing depends upon the number of word vocabula-
ries, the nurnber of HMM states and its architec-
ture, and the size of the VQ codebook.

In speaker dependent recognition mode, the
distance between a test pattern and each of the
reference pattern is calculated through the DTW
procedure to decide a reference pattern with min-
imum distance as a recognized word, The proces
sing time for distance calcutation in DTW depends
upon the number of word vocabularies, word leng-
th, and the number of reference patterns for each
word. There are three reference patterns for each
ward in our system. The processing time and the
size of each recognition module are given in Table
3.

Tabie 3. Processing time and size of each module

{ Module ' Processing time ' Module size

| .

with o d_r_z:vp_r_ o tms.ec‘! d _g_yvord}

iﬂ'@ii_w_iﬁdetf‘clﬂ”' L _hw oo, 3230
feature extraction | 165 | 24,900 |
 VQ encoding ff_ 0.17 | 25126 |
- Vierbiscoring | 360 | %907

DTW 285 | 64.482

V. RECOGNITION EXPERIMENTS AND RESULTS

The performance of the real-time voice dialing
system is obtained by sirnulating the same recog-
tition algorithm on a workstation using the same
speech data collected from the ELF DSP board
on a PC., The speech database is obtained under
the following conditions :

» recording environment : usual office noise

» microphone : lcom HS-58 headset

s speech DB contents : 5 word groups of & to 1]

isolated words

e training data : 17 male and 10 female speakers

 test data : 10 male and 6 female speakers

» number of utterance : 3 times per word {ex-

cept 5 times per digit}

+ A/D sampling rate : 8 kHz with 16 bit quant-

ization

Fach word is modeled using a word-based HMM,
in which the number of states for each word is pro-
portional to the number of phonemes that consti-
tute a word, and each phoneme consists of three
states, Each VQ codebook contains 4 codewords
obtained using the modified K-means algorithm
{81, and discrete HMM parameters are estimated
asing the Baum-Welch algorithm. The recognition
results for the five groups of word vocabularies
are shown in Table 4,

The result of a response word group is the av-
erage recognition rate of each word that is recog-
nized as a /yes/ class or a /nof class, and there
are 5 words for the fyes/ class and 3 words for
the /no/ class. /young/ and /kong/ in a digit word
group, two different utterances for /Q/, are atsc
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Table 4, Recognition rate of each word group

Word group ,‘\‘.'L"t’i‘lgf_‘_ recognition rate

|

! L'(.'Jr[“'ﬂaﬂd ibwords) . 9_'9:3 ff_ ]
i}u::m_tul:pn name m.wnrda!__ ) S}E)__,O_i’d ]
i ;x’muﬁ nanwe ¢4 \..;vur_ds) _ 985 o/o_ o
| cespomse Bwordst o 9T1%
g digit 111 words 88.8 %

lassified as the same group. As shown in Table
4, the recognition performance for the command,
instilution name, person name, and response word
groups reveals nearly perfect results except the
digit group. The recognition rates for confusable
sounds, Ailf, /chil/, /kong/, and /ku/ in the digit
word group, which are the pronunciation of /1/,
[7/. [0/, and [9f. respectively, fall around 80 %.

When we obtain digit sounds in a silent office en-
virenment and detect end-points by hand, we can
obtain the multi-speaker dependent digit recog-
nition rate of about 99 %, and the speaker inde-
pendent digit recognition rate of about 92 %. Sin-
ce Korean digits are a confusable vocabulary set
with a single syllable, the end-point detection is
critical to the recognition performance, On the
other hand. other words that consist of multi-syl-
lable undergo little degradation from an end-point
detection error, because it can be classified cor-
rectly durtng the lJonger classification time. There-
fore, the end-point detection algorithm should work
more exactly in noisy environments to improve
the performance of digit recognition 1n practical
situations,

V. CONCLUSIONS

An implementation of a real-time voice dialing
system and its recognition algorithm based on dis-

crete hidden Markov models are described in this
paper. The system shows very high recognition
performance for the multi-syllable word groups,
though there is a room to improve the digit rec-
ognitton performance. Future work should include
robust end-point detection and feature extraction
to improve the recognition performance in noisy
environments, and to make an interface to the mo-
bile telephone switching office to provide voice
diahing service as well as other services including
information retrieval by voice commands.
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