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Discriminative Training of Predictive Neural Network Models
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ABSTRACT

Predictive neural network models are powerful speech recognition models based on a nonlinear patiern prediction.

But (hose models suffer from poor discrimination between acoustically similar words, In this paper., we propose a

discriminative training algorithm for predictive neural network models, This algorithm is derived from GPD

{Generalized Probabilistic Descent) algovithm coupled with MCEF{Minimum Classification Error Formulation), It

allows direct minimization of a recognition error rate, Evaluation of our traimng algorithm on ten Korean digits

shows its effectiveness by 30% reduction of recognition error,
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[ . tntroduction

Recently. predictive neural network models and
their effective training algorithms have been pro-
posed for speech recognition {1-3]. Those models
are superior to their conventional neural rivals for
speech recognition in that 1) they can efficiently
normalize the nonstationary time-variability of

speech signal, 2) they are easily applicable to con-

gl WAE G

HrYahi19949 19 4

A2 30%F R + RAG

tinuous speech recognition, 3} they need not to
be entirely retrained when new word classes are
added and 4} required amount of traiming data is
relatively smail.

In predictive neural network models, an MLP
{Multi-layer Pereptron) is used as a nonlinear pr-
edictor of adjacent speech feature vectors and
DP(Dynamic Programming) algorithm (1-2] or Vi-
terbi algorithm [3] is jointly used for time align-
ment process, A single word is modeled by a se-
quence of such MLP predictors and the switch-
ing between MLP’s is determined along the opti-
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mal path trom time alignment algorithm, As a re
engnition cue, the resulting ansitnum accumsiated
srediction residuat ong thal patio = used,

Generally. predictive neural network models can
be divided into several categories such as NPM
(Neural Prediction Model) by K. tso {1], LPNN
tLinked Predictive Neural Network! by J. Tebel-
skis 1 2], and HCNN(Hidden Control Neural Net
work) by E. Levin (3]). NPM and LPNN are basi-
cally similar models in their training and recog-
nition algorithms, But HCNN is different from those
two models roughly in three points, First, HCNN
is trained by the joint combination of EBFP{Error
Backpropagation) algorithm and Viterbi aigor-
ithm while NPM and LPNN are trained by the jo-
int combination of EBP algorithm and DP algor
ithm, Second, HCNN modulated network weight
parameters by introducing hidden control signals
1 1nput laver, not by directly switching MLP's as
NPM and LPNN. Last. recognition ¢f a word is
performed by finding the best state sequence
{hidden contro! signals} for minimum accumulated
prediction residual using the Viterbi algorithm,
not by directly comparing minimurm accumulated
prediction residuals of each word model.

However, in spite of the above-mentioned su
periorities, predictive neural network models suf
fer from poor discrimination between acoustically
similar speech data, It's because the conventional
training algorithim trains each predictor with only
one word class while not considering the training
states of the other word classes, So, minimum ac-
cumulated prediction residual from class m and
network weight parameter set of near-russ class
»n can he small enough to make class m and class
n so confusable. That conventional tramning algor
ithm i1s EBP algonthm coupled with DP algor-
ithm or Viterbi algorithm.,

In this paper. we propose an effective discrim-
inative traimng algorithm based on GPD(General-
jzed Probabilistic Descent) aigorithm coupled with
MCEF{Mirumum Classification Error Formulat-
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wnt 47 GPD algonthm with MCEF has prove::
snecessful in improving the discriminauon powers
ot cemvestional recagmizers such as DTW
based recogmzer 4 and HMM-based recognizer
150, Thas algorithin directly munimizes an expect
ed recognition error instead of minirmizing the ac-
cumulated prediction residual. We apply this al
gorithm to the predictive neural network models
and derive new discriminative training algorithm
formulas. This new algorithm not only tries to
minimize the accumulated prediction residual of
correct class by the gradient descent method but
also tries to maximize that of the other classes by
the gradient ascent method, all along their opti-
mal paths.

Experiments on ten Korean digits have been
carricd out. and the proposed training algorithm
has achieved totally 30% reduction of recognition
error compared with the conventional EBP algor-
ithm, Among the several predictive neural net
work models, NPM(Neural Prediction Model} is
chosen for experiment is this paper. But it does
not matter hecause the proposed training algor
rthrm ¢an he considered as a modified EBP algor-
ithm and can be easily applied to other models,

il. Npm and its Conventional Training Algorithm

2.1 NPM(Neural Prdiction Model)

NPM(Neural Prediction Model) uses a sequence
of MLP's as a separate nonlinear predictor for ea-
ch word class and effectively normalizes temporal
distortion of speech signal using dynamic program-
ming technmigue. Particularly, temporal correlations
between successive speech feature vectors are ef-
fcently madeled by the MLP approximators.,

Fig. 1 represents the structure of an MLP pre-
dictor, This MLP predictor outputs a predicted
speech feature vector S = (5%, §&%. ... $&/) us-
ing the preceding input speech feature vectors ;-
Stor oty e Sy where S, =)L Sa g, e, Sk f

a word is included in ¢ ™{among )M word classes (%,
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b s W The symibol @ represent s the num
ikl ug rapul speech featane vegtors for prediction,
[et 117 - (ke } be a weight matnix between hid-
cdlen Jayer and output layer of »#{f)-th predictor for
a word model, m, ' = (28 .e.) be a weight matrix
between input layer and hidden layer of #n{f)-th
mredictenr for o weord s MO RT) e an output
from hdden wut at tune £, and £U1) be a sigmoid
renction, wheeh eperates i each clement ol a ma-
rrix f Criven i optimal path of, 2(7)) and an in-
e Ske-1h the
mput-output relation for the MLE predictor 1s as

put vector S, (S o0 e SEp--

tollows @
H,"=f[V,‘{",,-§,), (1
S‘r’“ =%:)'Hr" (2)

From the predicted speech feature vector SP, a
prediction residual <~ - 5,5 s caleulated.

A word model 1s represented as a sequence of
such MLP predictors, Fig. 2 illustrates such a no-
del for word m, where each circle denotes an MLP
predictor and N, ¢ its total number.

In training phase, the optimal segmentation of
input speech featuwre vectors is done on the resul-
ting prediction error matrix by DP algorithm to nun-
imize the accumlated prediction restdual /) ().

"

[$r (e A1) - 5] (3)

1

Do) = i

7
=

Along that optimal path (£, #(#)}, the convention

al EBP algorithm is carried out,

Fig 1. MLP predictor.

ORCIRCNRS

Fig 2. NPM for word tn ¢ ™,

2.2 Conventional EBP algorithm
if a training word is included in (™, the conven-

tional EBP algorithm formulas are as follows :
(W3 mn e = (Wi o)), + 1008, =S )H7 {4.a}

(V;n(.-])qu = (V;;-(::-)., + q&:,h:,(l _h:.‘,)fu ,

J !
where S =3 R owh ., W= FOLE L),

fel 1=t

and &7, = Z(‘u —lel-w;_m . (4.b)

k=

n is a learning coefficient, /, J, and A are the nu-
mber of input umts, hidder units, and output un-
its, respectively. 5, =1(S.1~c, = Sk.t-1, >0 Sr 1}
=(8)+, Si¢, -+, Si¢) 15 an input vector,

Usually, a sigmoid function is used in output
units as a nonlinear activation function. But note
that a linear activation function is adopted in
NPM because the MLF predictor is used as a un-
iversal approximator here.

The whole training procedure for NPM is shortly
summarized below,

Step 1. Initialize all MLP predictor weight par-
ameter sets,

Step 2. Compute the minimum accumulated pre-
diction residual using the DP algorithm and
find the optimal path by its backtracking.

Step 3. Update weight parameters of each MLP
predictor along that optimal path using
the conventional EBP algorithm,

Step 4. Repeat the above step 2 and step 3 for all
training data,

II. Proposed Discriminative Training Algorithm

3.1 MCER{ Minimum Ciassification Error Formulation )
This approach embeds both classification error
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count function and decision rule into one smooth
ing tuncrion, and applies the geadient descent se
arch method to the function, (¢ dernve thdt furs
ction, three step MCEF{Minimum Classification
Error Formulation} is required{4-81.

Step 1. An appropriate discriminant function g,
(x, 1, 11") has to be chosen, This function
i5 used as the decision rule n classifi-
cation,

A
a - ZD:{r.-(r])]p ?
gm(x';"-ur}=]ﬂ Ze -
=1

5.a)

DY nid) ) s an accumulated predic

| 1+

tion residual along the #-th best path am-
omg all the possible @ paths, If p— <. then
eq. (5.a) becomes the minimum prediction
residual along the best optimal path §*

Ly -
gAx, VW)= ng'.r?;o: {r.0l0)

P d oy (5D
where D {1.n{1}) = Z(s“ -5m)
k=?
Eq, (5.b) is adopted in this paper.
Step 2. A misclassification function dufx, 1, H7) s

properly chosen, The introduction of the
musclassification function is a key differ
ence from the conventional formulations.
A larger du{x, 1", '} implies that the in-
pul x is misclassified more definitely, A
general form of this function ts shown in
eq. {6.a), By controlling the value of ¢,
the range of competing classes that can
participate in the process of optimizing
the recognizer is determuned,

d.(xV . W)=g.(xV W)

} } “E(h.al
—in PREN ST
[M— 12

[RIT
In extreme case, if {— %, the misclass-

ification function of eq, (6.a) becomes eq.

=
(6.b) as (M—1) " =1 Inresulting eq. (6,

b}, dulx, ', H) =0 means that a misclass-
ification has been occurred. And a word
class ! is the most confusable class to the
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correct word class s

A WY gy W) - (x WY

Step s A simoolhicd luss function 1 tntroduced.
is a kind of cost function in Bayesian esti-
mation. We chuoose a sigmoid function. A
general form of the loss [unction can be
expressed as a function of the misclassii-
ication function, The Joss function /,, and
the misclassification function &, can be
defined individually for each class me for
generality. But this loss function f,4d,)
represents an approxmmation to the error
probability for the m-th class data, and is
directly related to the classification error

rate.

L(x,VW)y=1(d {I,Vrm):___l__ﬂ;_’ (7
" {+e ™

where a is 4 positive constant for scaling.

The ahove three functions are chosen as con-
tinuous functrons with respect to the network
weight parameter scts 1n order that the gradient
descent search method can be easily applied. The
above formulation allows dire¢t yynimization of
the expected recognition error by the gradient
descent search method. instead of minimzing the
accumulated prediction residual.

3.2 New Discriminative Training Formulas by GPD
Algarithm
Now, the proposed discriminative training al-
gorithm tormuias will be derived beiow. The ex-
pected recognition orror as an ohjective eritenon
and probabilistic descent methods are defined as
fotlows :

LY Wy=3"1 (x V. ),

Vi =V 87, where & = -nUVI, (9)

in a matrix form.



R The Journal of the Acoustical Society of Korea, Vol. 13. No. 1E (1991}

Wr =W W where &W" =-nl/Vi (16N
in a matrix form.

U e positive-detimte matnxidentity matrix in

this paper !, » 18 2 positive real nurnber for learn-
ing step size, and V 15 4 notation for gradient,

The final goal 13 to derive a new adaptation for-

I, 157 3<0, where [ +-]isa

notation for expectation, and 6LV, W)= —yl’Vi,

mula such that £ 87.¢

tx, 1, 1), and such that the weight parameter con-
verges to an at least locally optimum solution. By
the probabilistic descent theorem [4], this goal

can be satisfied if a step size sequence
0=t ay o satisfies 1) ;: ni— % and 2) E g 7,
=1 =

By applying the gradient descent search method
and combining eq.s (5.b), {6.a) and (7) with (8),
(9) and (10, new discriminative training algor-
ithm formula eq. (12) is derived. Let a current
traimng word be S,

For e
avw) avw) 4ald)
M Afd) dl(xV. W)

al,(xV W) &, (xV.Ww)
& VW) s,

=-2af (1-4)(s,, -$n )0, (1ra)

avw) avw) a.d)

a";ﬁ(!] - an(dn} . a”m(xiy'w)‘

A (xV W) RV W)
&V W} A

=20l (1-1 )& 1-10 )5,

FRM XY
=K N
where &7, = Z(st, - s;'f,)w;m,_
kel
(11.b)
For I#m
awvwy alv, W) ald.)
Wy o dutd) A VWY
dim{sttW} @J(x V’W)
(‘?l(x:VnW} ay‘:l,"“)
=2al {1~ )vls, -5, . (L)

awv.w_avw  ald)
& . ald) alxvw

g i)
al {x, V. W) &ixV.W)
@[{I,V,W) a’;

PR

=2al {1-1 8 K (1-K )5, ,

(1l.d)
) '-sliﬁ'»”'}# AeX
where v = —i_-‘?,:(;m Z(st.r LX ) ;i-.n [N

S

From eq. (11}, new discriminative formulas are
derived as below.
3w = e, (1~1 X5, ~Sn )17, for SeC™, (12.a)

&:Jlﬂ) = f]cd_{l—f_)é:,}l;,(l—h;).ﬁ‘, fOl'SEC“,( 12.b)

&, vy =~ Tl (1- LYvls, ~30, 0, for I#m, (12.c)
& v = 1l (1L} 8 b (1=K, )5, for tem.
(12.d}

Training is performed simuitaneously all along
their optimal paths (¢, %(¢)) and (¢, #n*{(?)).

In eq. (6.a), if ¢— 0, then the training for-
mulas of the extreme case are derived, If ¥ (™,

and (* is a near-miss class,

805 o = na, (1-1_Xs,, ~50 )05, for SeC™, (13.2)
By = ned (115 hn{1-B%)5, for § eC™, (13.1)
&, - =-nad(1-1 s, -3 AL, for I'em, (13.¢)
&y oy =~ N, (1-1,)8, ’"(I h*) for I'#m,
{13.d)

ITTS
where &}, = :Z{(s,_, ‘3:1)"';;[,,-

Comparing eq. (13) with eq. (4), we can easily
find important differences. Eq. (13.a) and eq.
(13.b) represent the cost-weighted gradient de-
scent method for correct class m while eq, (13.¢)
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and eq. (14.d1 represent the cost waighted grad

Cal aseont inctiod o near dsr closs 10 borh
ang the optwnal patd, T he el wlnl L Lo
{dn}, a differential form of the sigmoid funcuun.
A positive constant « is its steepness factor, We

can find easily that the cost reaches a maximum
value of —f at dw=1(} So. weights are adjusted in

proportion to the value of /.(d,.} and the maxi-
murn changes in the weights are happened when
d,=(, which means that the decision criterion is
exactly in the boundary of word class » and word
class {'. So. the more confusable those two mo-
dels are, the more gradient descent training 1s car-
ried out on the correct model weight parameter
set along i1ts optimal path, while the more gradi-
ent ascent training is carried out on the near miss
mode]l weight parameter set along its optimal
path. Consequently, the discrimination between
the correct word model and the near-miss word

model will be increased.
V. Experimentai Resuits

We have evaluated our new discriminative train-
ing algorithm on a data base of ten isolated Korean
digits with threc versions of cach digit pronoun-
ced by seven male speakers, Only 50 speech data
of five speakers have participated in training and
other (60 speech data have been used for test.
The speech data were sampled at 10 kHz and an-
alyzed by 25.6 ms frame periods with pre-empha-
sis and Hamming window. And 12 LPC cepstral
coefficients(excluding Gth order) were derived as
an input teature vector fur each frame., Among
ter Korean digies, 30"sam™} and 4{“sa”) are fre
yuently confusable each other.

We have used eq. (12) and NPM among the se-
veral predictive neural network models, but this
algorithm can be easily applied to the other mo-
dels without loss of generality. The learning coef-
ficient » is 0.001, and «a is 0.1 with 500 iterations.

For the data{A) of the speakers who particip-
ated in training and those{B) of the speakers who
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diednn partwapate o training, the recognition rates
of the conventional training aigorithm have scor-
od 977 and 8K . respectively while those of
the proposed training algonthm have scored 49%
and Y0%, respectively,

Especially, errors between 3("sam”} and 4("sa”)
have been all corrected as we expected. So. our
discrivminative training algorithm has reduced 30)

%, of vecognition error,

Table 1. Recognition Resutt,

_Data i Conventional Algorithm , Proposed Algorithm

AL W% g W%

B I 3% . %

V. Conclusion

In this paper, we proposed a new discriminative
traiming algerithm for predictive neural network
models using GPD(Generalized Probabilistic De-
scent) on the expected recognition error count
function derived from MCEF{(Minimum Classifi-
cation Error Forumlation}, As a result, we derive
new traimng formulas eq. (12} and eq. t13). The
physical meaning of eq. (13) was shortly describ-
ed in the last part of section 111 and the property
of the cost was analyzed.

As an experimental result, 30% reduction of re-
cognition error has been achieved comparing with
the conventional training algorithm. Particularly,
the errors observed between two acoustically si-
miliar words 3{“sam”"} and 4(“sa”) have been al
corrected as we expected.

The proposed training algorithm need not to
change the network structure at all. 1t takes ro-
ughly .\ times longer to train the recognizer with
the proposed algorithm than with the conven-
tional algonithm if there are \ different classes.

There remains much room for the further im-
provement, Nonuniform weightings on the opti-
mal path by DP can be considered. Ths tech-
nique has already been used in DTW-based recog-
nizer. The weighting function can be adaptively
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<o OGP D algorithng Another possibility

coctessng different loss funcuons, The loss fune

fon dectdes the degree of the cost value that d

S DA iates i Hhe traming process.
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