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A Study on Speech Recognition using DMS Model

DMS 2. & ol 8¢ &4 2 2lo) ¢t A

Tae Ock Ann*, Young Kyu Byun**
o ) 8+ H &

2 o

el gho R 3 ARt S0 Bl vl 24 & DMS(Dynamic Multi-Section) 2% Aighghc},

o] 2w & 7tzte] vhol & i He FiHSection) 2 AtA e E@stm, zhdel ik R R A At WEY IS T
Stz £ Wl & 2ol Yn g E2ah & Felnh

vhol sfifiol M vl g # st Bebe st 52 A9 A% A7) ARE Aelel uhal yredsbd 4 to] a2y
ol o) 4 & phEsta) o Yol o) W A7t H ALK FINE s Qo)

Atsl S Q14 AEe S3ist A ololel® vl 91a DP W HMM 2 0 MSVQ el 218 &4 g4 4
HE & 2 adtelM g2 Heolelz Fasidnt

@ik, AlQHEl DMS 2912 o] 28 &4 ol sl aloll e DMS/DP #Hylell o3k 212 o DMS/VQ el 2§
2 5ha] W) nskA T

g A, DPo 23k 1482 93.4%<) 2, HMMell 21§} 214188 91.6%o]od, MSVQell ol & 14| & 89.3%¢lt}, &
&k DMS vl 8 o] & & DMS/DPel 213 Q1 &2 95.8%°] 2, DMS/VQel )3 9121 §-& 96,8%0°| L),

g, DMS Ryl o) & § DMS/VQ uhilel o] g 9l do) pk o 2 yol o] &5 Uy DP W oju HMM whi
W MSVQ ' placsl] Mo 1A ER ek, )9 Bk U AR ZraEel B el A AQkski: DMS myle)

T80 dESRY
Abstract

This paper proposes a DMS(Dynarue Multi-Section) model based on the information of the simular features in

word pattern,
This model represents each word as a time series of several sections and each section impiies duration time infor-

mation and typical feature vectors,
The procedure to make a model in the word pattern is that typical feature vector and duration time information
are reflected in the distance. when matching between word pattern and model is repeated, As the result of it, the

accumulated distance by matching is to be minimized.
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Besides the proposed speech recognition experiments, fur comparison with it. we perform the experiments by DI™

HMM and MSV(Q method under the same condition and data.

Also, in the experiments based on the propesed DMS model, we perform the experiments of DMS/DPIDI?
matching by DMS model? amd DMS/VQIVQ method by DMS model). and compare with each other,
Through the experimental results, recognition rate by DP is 93.4%. by HMM is 91.6% and by MSVQ method 13

89.:3%;. Alsu, in case of speech recognition using DMS model. recogition rate by DMS/DP is 95.8% and by DMS/VQ

method is 96.87%.

Therefore, the recogmition rate by DMS/VQ method is superior to those of conventional DP, HMM and MSVQ

method, [n addition, as the memory space and computational time of DMS model are reduced remarkably, the

proposed DMS model proved to be a useful model.

L. introduction

[t is reasonable for small or medium scale
vocabulary speech recognition system to use rec-
ognition units as word units than subword units
like phonemes or syllables, Therefore, this paper
carries out the recognition of isolated word of
word unit by 146 Korean DDD area names.

For the recognition method of word unit. there
are DP pattern matching method!, MSVQ
method?™% and HMM (Hidden Markov model)*~%
method. Among them, DP and HMM, has been
known for the recognition methods which produce
highly recognition performance. DP, however,
requires many memory for templates and has
computational load. HMM, a probahilistic method,
spends long time for training and needs many
training tokens, and these collecting tokens are
not easy problem when vocabulary is increased.
MSVQ takes advantages of less memory for
templates but its performance is not high.

In the pattern matching of word unit. most
consonants is spoken shortly than vowels.
Especially, plosives or affricates is spoken more
shortly. But, one of disadvantage of DP is not
considering the importance of utternace spoken
relatively short time interval. For instance, stop
sound spoken shortly is not considered this deeply
in the case of DP or HMM.

DMS model is that each word is devided into

some dynamic sections, and typical feature vector
and duration time information are reflected in
each section,

DMS model proposed in this paper has additional
benifits by weight according to the length of
phonemes, DP stores all time sequence of feature
vectors for templates, but DMS model stores
centroid vectors which means segment of acousti-
cally similar features in each section, Centroid is
extracted using clustering technique!®~?, DMS
model reduced redundancy feature vectors acous-
tically similar by dynamic section division and
inéreases performance by using time information.

For making templates of DMS, we divide
sections by section division algorithm like to use
partially pattern matching method of DP. In
testing mode, words are classified by dividing
them into appropriate sections, and performing
VQ on a section by section basiso Finally we find
DMS mode! that yields the smallest average dis-
tortion, Recognition method using DMS model is
compared with conventional DP and MSVQ.

For end point detection. ZCR and Energy
parameters are used and 12-order LPC cepstrum
coefficients were used for feature vectors,

II. Model Generation

Let’s consider a word “Jeju’as an example before
making a model, When we speak Jeju’ as waveformn
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shown Fig. L. cach phonemes can be divided by
four sections.

Fach phoneme 1 oa word len: contrasts with
each section, At that tme, it belongs some frames
to phonernc = of section 1. For the fealule
vectors, we can extract a typical feature vector
and ratio of it's time can be used by duration
time information. In section 2, 3, and 4, as the
method of section 1, we can obtain typical feature
vector and duration time information, respectively.

As above, each word is classified into some
dynamic sections, Thereafter, we can make the
model using typical feature vector and time infor-
mation that 15 called DMS Model.

This model is not method that each section 1s
divided into the fixed length like MSVQ, but method
that it s section is divided dynamuc{variable length).

My g

my [} B3 o4
P Pz p1 ™
— LJ !

Fig 1. Waveform and word modei

1. Section division algorithm

In generation of model M for each word, it is
presented by time-sequence of J section and section
j (1<€j<]) contains tvpical feature vector R(j)
and time information P{j).

43

{Glossary of terms)

i - Frame number of input speech T(]l <i < P

;o Secnoen number of word Modet M <1< |

dyit, mys @ Local distance between feature vector t
of | frame n test pattern and feature
vector m, of j frame in model

d.dpt). i) Absolute of difference of final frame
number of } section and frame number
of test input pattern

DU, j) : Accumulated distance between i1 frame and

J section
W Weight for distance of time information
DIS(T, M) : Accumulated distance between input
speech T and Model M
e{i) : Final frame of j section in input speech

Now, we define the distance DIS(T, M) between

unknown input test pattern T=1t,, t.....t.....t{]
=Frame number) and each word model M, as
follows.

J
DIS(T, M})=mint ¥ [S()+P(jH ]} (1)

1

Where, S(j} is a distance between the feature
vector of the jth section of training data and typical
feature vector of jth section of the word model.

mérl

SGl= % dft.m) @

p=miy -1 +1

Where, function d.(a, b) is expressed with the
distance betwen a and b, And, P{j) is defined with
distarne by time information of jth section,

P{j) =Wa=d(p(j), ) (3)
Where pl)) is ratio that can be used to divides
final number of the jth section by final total frame

number. Therefore, we give distance dfp(j}, i} as
follows.

d.(p), D= |pG)«I—-i} {4)
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And, Wis a weight and is given by expeniment
with changing value, So far, we can know that
DIS(T, M} is evalvated with distance by typical
featurc vectors and time nformation P of the
each section,

In this paper, time information is deftned as
rativ of final frame number of a certain section
per fina' frame number and typical feature vector
13 grven by ¢lustering method,

When Training data T of I frame was divided
nto J section. final frame of jth section is repre-
sented e(j}, Therefore, e(0) =0 and e{]} =1,

In this paper, DIS(T, M) is computed by the
DP algorithm, Conventional DP algorithm is

o - rDG=1, )
DG, ) =dylt, m,)—f—mm[
DG-1,)—-1)
4 1gen (5)
and DIS(T. M) is given eq, {6).
DIS(T, M) =D(1, J} (6)

In the proposed DMS model, eq. (5). {6) include
the distance P for time information. Therefore,
DIS(, j) s given as follows,

D, j) =d. (. m) +min

[D(i‘l. 3)

o _ 1G<14G<]) (D
Di~1,j-1)+P(-1) <1

Eq. (3) and (7) show that distance value of
time information is the lowest when difference
between frame number of input test pattern and
final frame number by time information of j-1 sec-
tion 1s the closest.

{Algorithm}
Step 1 : Initialization

D(l, 1)=dv(tl, m[) (8}

stepZ:Repeat for2<i<[~]+1

4L D =D—~1, 11 +d.{t. m) (G}
Step 3: Repeat for 2<) <)
Dii—1, )~ = (L)
D{i, j} =d.(t,, m)

D(i—1, )
+min[

DG-1, -1y +diplj—1),i—1)

Gig]=J+j)) (1L
Step 4 :Repeat for ) 2j 22

(Tracking final frame of each section by backtra-
cking)

if {DG, j) =DGi—1, j—1) +d,(t;, m;} + Wed,
(p-1,i—DM, elj-D=i-landj=j+1 (12
Step 5: End

DIS(T, M) =D(I, §} (13)
e(J)=I {14}

2. Mode! generation method

It is necessary that words selected from training
data are made for model with the best efficiency.

Let’s define that waord-pattern for training data
15 Ty, Ty Ti....T,....Tn. and distance between
word pattern and word model calculated by algor-
ithm is DIS(T,, M). Then,

N
Dmin= XL DIS(T,, M)} (15
nal

Where, Dy, generates the word model M to be
miramum, In order to so, we need to consider two
methods, The first, as it is shown Fig. 2, we assign
word pattern in each section. The second, it is
method that we make out typical feature vector in
pattern of the each section to have been assign-
ment,

We optimize word mode] in the same way as
flowchart of Fig. 3.

First of all, imtial word model calculates typical
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Til1) Tol?} Ti(3) Ni(4)

A T R R

Tall) 20, Ta(3) Tald)

o1

T2

Tw(2} T™W(3) - Tn(h)

{a) Training data

M{1) W2Z) M{3) M(4)

o [T [ [
mp [4] my p m:3 P33 ma Pa
_— S DR S D P I

(b) DMS model

Fig 2. An example of section assignment of training
daia,

feature vector in frames which is assigned in
each section, 1n equillength into the time-axis
through training data., Then, duration time infor-
mation is computed,

Thereafter, we change a boundary line of section
by matching between training data and word model
using section division algorithm, As an example of
the matching, fig. 4 is shown.

Namely, when it becomes e(() =0, e(l)=a, e
(2} =6,....e{J) =1, section 1 is assigned from 1 to
a frame, section 2 is assigned from a-+1 to b
frame,....etc, Thereafter, word models update by
calculation of centroid in feature vectors of new
assigned frames. At the same time, time infor-
mation of word model is registered for the rate
that divide final frame number in each section by
final total frame number.

After updating by repetition till convergence of
word model by algorithm, time information is
registered. But, typical feature vector has different

Division time sequence
of training data into

f oanction

A

Typical feature vector
&

time information

Pattern matching to
training data and
word model

Renew section assignment

Typical feature vector
&

time information

l

no

Settiement ? >

AN

yes

¥ord model generation

Fig 3. Method of word model generation

section number of madel

1

a

0 a b c )

Frame number of input pattern

Fig 4. Example of matching path(J =4),
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mwdels according 1o recognition mmethod. Recog
nition by DP matching method registered typical
feature vectar of word model soon after conver-
gence, But, in case of recognition by V@, we
register two typical feature vectors as a model
make (wo cluster centers per section after con

vergence,

3. Restriction in model generation

1) Local path constraints

Accumulated distance according to optimal
path from point{i, j) equal to eq. (7)., and local
path constraints is shown Fig, 5.

(i-1, J) (i, J)

(i, j-1)

(i—y>
L

Fig 5. Local path constraint,

2) Globat range constraints.

By this constraints, point{i, j} of optimal warping
path is constrained and can reduce computation
time. In this paper. we constraint global path as
Fig. 6,

Q. ti. g} (1.5}

ti ) (-2t 1y {11}

Fig 6. Example of Global range constraint,

[l. Experiment result

In speech recognition by DMS Model, Korean
146 DDD area names is chosen as the recognition
vocabulary, and typical feature vectors and dur-
ation time informations of DMS model are made
by twice among words spoken three times by
three men respectively and we recognize with the
remained data which is not used by training data
of each speaker.

1. construction for recognition system

Fig. 7 represents the speech recognition system
according to proposed DMS mede!, and ajl data
have sampling frequency as 8KHz, LPF as 3.
5KHz, feature parameter as 12th LPC cepstrum
coefficient.

tnput [3.5 Kilz 12 Bit Endpoint LPC
-»1 Cepstrum

I.PF A/D Detection Coefficient
mode 1 l mode 2
0 —_—
DMS Recognition Decision|Recoghized
hy — e e

Model ling

Method rule word

mxle 1 7 training sel
ndde 2 1 tesl set

Fig 7. Block diagram of recognition system by DMS
model

2. Recognition experiment according to each
method

(1) VQ Recognition using DMS model{ DMS/VQ)

In the case of word model of 6 section using
two codewords in each section, the weight which
shows the best recognition rate is 0,6{see table
1). Table 1 and table 2 indicate the best recognition
rate when section is 6 and weight is 0.6



A Study on Speech Recogmtion using DMS Model

Tabie 1. Recognition result by DMS/VQ of state 6

filnt 17,0

<

VY MWengi }

_Spt‘:aI:Er\L 1 | oA : 1n : [y : 18
Speaker A | B7.0 1 9.3 | 98.6 993 | U6 | 96.5
Speaker B | 842 | 95.2 | 915 | 95.9 | 97.3 | 95.9
- Speaker C |\ 810925 | 96.6 | 95.2 | 93,8 | 93.2

Total 831 [ 950 0 9.6 | 968 | 066 | 952

T
I
t
|
!
H

Tabie 2. Recognition resuit by DMS/VQ of weight (.6
(Unit : %)

Section .
Spealier 4 5 6 7 8
" Speaker A | 97.9 | 986 | 993 | 9.3 | 9.6

Speaker B ! 93.2_ 938 | 959 ! %6 | W45
Speaker C | @25 | 925 | %.2 | 931 | 925

Total | 945 | 95.0 \ %8 | 963 | 952

{2) DP recognition using DMS model(DMS/DP)

In section 6. the best recognition rate is obtained
when weight is 0.3, We fix weight as 0.3 and
experiment from section 6 to section 16 by
increment of two step. Then, the best recognition
rate is obtained when section is 12

Table 3. Recognition result by DMS/DP of section 12
{(Unit : %)

I ! I

0.0 | 0.1 0.2 0.3 0.4 0.5

Weight
Speaker

Speaker A | 884 | 97.3 | 99.2 | 99.3 | 97.5 | 98,6
Speaker B | 88.4 | 945 | 94.5 ¢ 95.2 | 94.5 | 93.2
Speaker C | 91.8 | 93.2 | 93.1 } 93.1 | 81.8 | 91.1

Total 895 | 95.0 | 95.6 | 95.8 | 94.7 | 4.3

Table 4. Recognition result by DMS/DP of weight (.3
(Uit ;%

Section i i

Speaker | 10 12 14 16

Speaker A 98.6 | 993 | 993 | 98.6 | 986
Speaker B 945 | 938 ! 952 | 952 | 95.2
91,1 | W1 93.1 93.1 91.8
947 | 954 | 95.8 | 95.6 [ 95.2

Speaker C
Total

47

(3) The recognition by MSVQ

In this experimient, we compared with .ome
MEVEQ experinents, These MSVQ codebouks o
ntains two codewords in each section.

Experiments according to section number of
MSVQ is shown in table 5.

Table 5. Recognition rate by MSVQ according to sec-
tion number
(Unit : %)

N vo! & MV : v Overlapped
Section. 4 MSVQ! & MS Qisms QIOMSVQ | v
Rate | 534 4.0 8L5 | 692 1 893

(4) The recognition by DTW

In this experiment, we compared with conven-
tional method by DTW. Template generation by
conventional DTW in this experiment is selected
one reference pattern in each word.

Recognition rate by generating reference pat-
tern is shown in table 6.

Table 6. Recognition rate according to selection of ref-
erence pattern
(Unit : %)

I
Method © Selection of l Selection of ! Selection by
a token after | clustenng
random token | clustering method!!"

Rate 78.5 | 78.8 95.0

(5) The recognition by HMM

In this experiment, we gave codewords 128 and
number of states 8. And. recognition rate by
HMM is 91.6%.

3. All-around experimeni results

In this paper, we compared recognmtion rate
with DP, MSVQ, HMM and recognition systems
using DMS model, and we proved usability in
proposed system by comparing memory size and
processing speech which demanded in each system.

Therefore, the best recognition rate according
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Tabie 7. Recognition result™'

(Unit : %)
Method I Recog. rate ! Recognition Recognition Recognitnon
i of DMS model | rate rate rate
| : of of
f DMS/VQ| DMS/DP . MS vQ DTW HMM
Rate . 9.8 95.8 89.3 95.0 91.6
Table 8. Requirement of memory and computation time*’
Method DMS mode}
Classification | DMS/VQ | pMs/pp | MSVQ ( DTW | HMM
Memory
unit : number of | 23.652 ; 24,528 30,368 75,920 154,672
vectors
Computation 1
unit : multiply 304,556 ' 762,120 304,348 | 1,518,400 | 206,720
unit : log i 140,160

to each method are shown in table 7, and memory
size and processing speed which are needed in
each recognition method are shown in table 8,

4. Consideration

When section number 1s 6 and weight is (0.6
[show table 1 and table 2], the best recognition
accuracy 1s given in DMS/VQ method. Korean
DDD area names are all consisted of Z-syilable
except Eui-Jung-Bu{3-syllable). and each syllable
is consisted of maximum 3 phonemes. DMS/VQ is
designed for two coedewords(feature vectors) and
time information per section. Therefore, because
VQ using DMS model of section 6 can search
features for transition between phonemes as well
as features of phonemes, the best recognition
accuracy is given.

When section number is 12[show table 3 and
table 4], the best recognition accuracy is given in
DMS/DP. The reason is like the case of DMS/
vQ.

Recognition accuracy of conventional DP ma-
tching method[show table 5] is worse than those
of methods using DMS mdoels.

A seperate MSVQ codebook{show table 6] is

designed for each word in the recognition vaca-
bulary by dividing the words in the codebook’s
training sequence nto equi-length sections, For
that reason, MSVQ makes up a cluster among
the quite different many features or different
cluster in continuous similiar features, because
MSVQ is divided equi-length section.
Performance of each system is shown in table 7
and memory and computational requirement of
each system is shown in table 8, From table 7 and
table 8, DMS/VQ requires the same size memory
and processing time as MSVQ and is the best
recognition accuracy in three methods,

IV. Conclusion

In this paper, we performed speech recognition
of independent speaker by DMS maodel, with Korean
146 DDD area names, and compared with recog-
nition experiments by conventional DP, HMM
and MSVQ. DMS Model proposed in this paper
extracted conly a representative information after
making a section by feature vector of continuous
similar characteristics, At that moment, it is the
model which extracts typical feature vector by
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clustering method and time information by backtra-
cking method.

[v enge of the comventinnal DP, only a feature
vector 15 used to a distance calculation, But, DMS
model 15 added time information. Therefore, we
can use duration time information also when input
pattern comes. So in case of DMS/DP it is possible
to recognize with some typical feature vectors
only. And in case of DMS/V(), it is possible to
divide section of test speech by duration time in-
formation.

In case of DMS/VQ proposed in this paper.
weight 0.6 and section 6 is the best when we used
time imformation as scalar distance value. As an
result of comparison experiments, recognition
accuracy of conventional DP pattern matching is
about 95.0% and recognition accuracy of conven-
tional MSVQ s about 89.3%. In DMS model
recognition accuracy of DMS/DP is about 95.8%
and recognition accuracy of DMS/VQ is about
96.8%,. Therefore, because it extracts typical fea-
ture vector of dynamic¢ section under time infor
mation. it is proved that it is the best recognition
system to use DMS/VQ recognition method
proposed in this paper.
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