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Feature Extraction from the Strange Attractor
for Speaker Recognition
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ABSTRACT

A new feature extraction technigue utilizing strange attractor and artificial neural network for speaker recognttion
is presented. Since many signals change their characteristics over long periods of time, simple time-domain
processing techmques should be capable of providing useful information of signal features. In many cases, normal
time series can be viewed as a dynamical system with a low-dimensional attractor that can be reconstructed from
the time series using time delay. The reconstruction of strange attractor is described. In the technique, the raw sig-
nal will be reproduced into a geometric three dimensional attractor, Classification decision for speaker recognition is
based upon the processing of sets of feature vectors that are derived from the attractor. Three different methods for
feature extraction will be discussed. The methods include box-counting dimension., natural measure with regular
hexahedron and plank-type box. An artificial neural network is designed for training the feature data generated by

the method. The recognition rates are about 82%-9%% depending on the extraction method.
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L . Introduction
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detect the presence ot teatures from the wave-
torm and classity them to tacibtate the determi-
nation of whether a particular waveform coire
sponds to certain speaker's utterance or not {1].
In order to detect features. utterance should he
represented into digital waveform as accurately
as possible. For representing speech signals. a
number of different methods have been proposed
ranging from simple sets such as energy and zero
crossing rates, to complex representations such
as the short-time spectrum, hnear-predictive co-
ding. and the homomorphic mode! {2]. Generally,
classification decisions are based upon the stat-
istical distribution of the features of that utter
ance such as pitch and formant location, the cal
cuiation of correlation coefficients, linear predic-
tive coefficients together with any infoermation on
the ordering, or time sequence of the features [3]
-i6). The selection of the best parametric rep-
resentation of speech signal is an important task
in the design of a speech recognition system. Nor-
mally, these methods are good enough to use in
most speech recognition systems, However, some
problems there have been time axis distortion and
spectral pattern variation, On the other hand, the
spectral pattern variation, which ts caused by a
complex nuxture of several effects. is hard to
treat. Also, it is possible that traditional signal
representation techniques hide some useful infor-
mation due to its limitation of the presentation
technique.

In recent years, traditional methods of tume se-
ries anatysts like power spectra have been augne
nted by the new method which is called strange
attractor. In many cases. normal time series can
be viewed as a dynamical system with a low-
dimensional attract that can be reconstructed
from the time series using time delay. Strange at-
tractors, which are geometric forms that chara-
cterize longterm behavior in the state space,

have become a popular research topic which has
drawn mterest not only from computer science,
b e s wind siaallthebn o bt abse iroto all ot nes
natural science and even the social sicences.

In this paper, a new feature extraction tech-
nique using strange attractors for speaker recog-
nition 1s discussed. The raw speech signal will be
reconstructed into skrange attractor, then a set of
feature vectors, which include some characterist-
ics of a specific speaker's speech. will be gener-
ated. Therefore, a set of parameters obtained
from attractor can be chosen as the components
of a pattern vector of the speech signal, and the
pattern vector can be used as inputs for the arti-
ficial neural network. Neural networks are quite a
general pattern recognition mechanism which, by
being fed traning samples of given categories,
can learn to achieve a function to discriminate
between the categories. Therefore, neural net-
work is suitably applicable to pattern recognition
problems where an analytical approach is inappli-

cable 177,
lt. Reconstruction of Strange Attractor

By embedding the time series data into a phase
space with time delay coordinates, we can con-
struct orbits. From a measured tume series speech
data, { %, x|, X, ...+ where x,= (0}, x;=x{t}, X
=x(2r), xx=x(3r) and r is the sampling interval,
we can make the following sequence of vectors

data with time delay T .

(x(0), =(T, x(2T))
(x(v), xte +T), x(z+271))
(xivg), (9 +T), x{2r+ 2T

(x{kt), x(tkt +T), x{kr+2T)).

Plotting these points in three-dimensional space
with connecting line segments, we obtain a str-
ange attractor.

A sequence of samples representing a typical



sl migital anoshown an Pigure Ioand s oatr

e i ractey 1E sl Figime 2

Figure 2. Reconstruction of attractors tor the ulterance
using o time delay of T+ 3, viewed [rom dif
ferent perspectives.

lll. Feature Extraction

There are a4 large number of potential features
one can extract from strange attractors. Many of
these tend to be unreliable, and it 1s difficult to
devise detection algorithms for them. Many rese
archers have atlempted detecting various distine-
tive features wilh a lmited success [#7. In this
paper. box counting dimension and natural measure
method to detect signal features are discussed.

3.1 Box-Counting Dimension

The most basic property of an attractor is prob
ably its dimension, A dimension is defined as fol
lows ;

Consider a strange attractor which is embedded
m a d-dimensional space. Let i X,!,., be the poin-
ts of a long time series on the attractor. Caver

space with a mesh of # dimensional boxes of size
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' Let 1Al he the number of Yoxes that curtat:
A

pomnts of the senes AL Cand let o pyo=
where \e s the number of points gt the kg box
A ditnension (s then defined by [5]

HE am i log M6 log b.
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The box-counting dimension proposes a sysiem
atic measurement, which applies to any structure
i the plane and can be readily adapted for
structures in space, To compute haox-counting, wo
put the attractor onto a regular mesh size s, 4nG
simply count the number of grid boxes which con
tain part of the attractor. This gives a number,
N(x), After counting all the boxes, the geometric
region is subdivided into squarce boxes of smaller
linear size s. Then we count those boxes which
contain a patt of the attractor agan. When re-
peating the sarme procedure using smaller s, we
expect to find that the new count N(s), After
each iteration we check if the current point 15 in
a box that we have not yet visited, in which casc
we jncrease owr count by 1. Repeat the whole
procedure for a different size s and finally com-
pute as the slope of a log(N(s))/log(1/s) diagram
to measure its slope 7, which is the box-counting
dimension [8].19]. Figurc 3 illustrates this pro
cedure for the six speakers using six measureme
nts of each speaker.
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Figure 3. Mlustration of Box Count for the Six Speakers.

3.2 Naturat Measure

In the space, boxes can be weighted according
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to how many times an orbit visits thein. Thus,
boxes which the orbit passes through very fre-
quentiv have a stronger impact than boxes which
the orbit rarely visits, Let's consider an open sub

I

set B of 2 space X inwhic We

{ in which an atiractor lies,
can count the number of times an orbit x.. X;. X,
... € X enters the subset B, and it is natural to as-
surme that the percentage of all points which are
in B stabilizes as we perform more and more
iterations. This percentage 1s called the natural

measure pi B} for the system, Formally,

) 1 n
= - v
ulh) ,}]_r.n-,_ n+l = Asxi)

where

() 1 if x€R
Aptxt = .
10 otherwise

and ¥ . As{xe} is the number of points irom the
orbit x,, ..., X, which fall in the set & [8].

The natural measure can be understood as a means
of quantifying the mass of a portion of the attrac-
tor. In this paper. two kinds of box types are
proposed for calculating the natural measure. One
type of box forms as a regular hexahedron. When
the space is divided into small unit. the box has
to be equaled length of X, vy, and z-coordinate.
The other one 1s plank-type box which is divided
into x-coordinate orientation, Figure 4 illustrates
these types.

Figure 4. llfustration of Different Types. Small box for-
ms regular hexahedron while the other forms
plank.

i1 our experiment, 198 equal size of small cubes
and 51 for the plank-type boxes were generated
noget the natural measure Figure 5 shows the

nutural measure using the different box types for
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Figure 5. Graphical Representation of the Natural Me-
asure for the Six Speakers. Left column in-
dicates the natural measure using the plank-
type box while the other side is using small
cube, At each graph, x-axis indicates the box
numbers and y-axis indicates the natural
measure,

[¥. Experimental Result

4.1 Speech database

For performance evaluation, we have used a word
“Ah", which was uttered by three female and
three male Korean speakers. All utterances were
recorded in a quiet room and digitized at a 14kHz
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sampling rate, The database was then spht into
traming set and testing =sct, For cach speaker, we
used 20 utterances fut training and 8t for recogni-

ton test.

4.2 Neural Network

Neural networks are providing to be useful for
difficult tasks such as speech recognition, hecause
they can easily be trained to compute functions
from any input space to output space. This sec-
tion examine the configuration of the neural net-
work that is to perform the proposed method.
The input to the network is a feature vector
extracted from the attractor. The network archi-

tecture is shown in Figure 6,

.Inputlaycr

Figure 6. Structure of the Neural Network

The network takes the feature vector [u(B)].
The output vector for hidden layer, denoted by
H, is H=f(Wi[ut5) ]}, where () is sigmoid func:

tion, Wi is weight matrix of hidden layer, The
output of the network s given by W.H. where
W, is weight matrix of output layer. The output
layer units represent speaker's name. For the
box-counting method, the input vector consists of
Llog{N(s))/log{1/s)] for each size. For the natu-
ral measure, we used the value of p(8) of each
block #. Training of the network was done by a
back propagation algorithm, using an entropy <ri-
terion.

4.3 Experimental Results

Table 1 shows the results from the recognition
experiments as obtained from the testing data.
As can be seen, for all six speakers, the natural me-
asure yields considerably higher performance thar
box counting dimension, In the natural measure,
recognition rates of the plank-type method are
much higher than the small cube method.

Experiments aiso have been carried out to com-
pare the performance of the natural measure
method and the peak transition method reported in
{10]. Evaluation of both methods was carried out
using the same speech input data, and the recog-
nition rates of the natural measure is 1% higher
than the rates of the peak transition method.
Compared with the results, it has been observed
that it was possible to improve the recognition
performance of any speech recognition system by
adapting strange attractor for some other recog-
nition systems,

Table 1. Recognition Results for Six Speakers Over test Data Using the Three Methods

Speaker Box Counting Dimension Natura] Measure (Cube) ' Natural Measure {Plank Type Box!
number recognition number N recognition number recognition |
| of errors rate of errors ) rate - of errors rate
I 15 T N Y %0
2 Ll 825 ;4 9.0 3 %.3
3 4 82.5 5 93.7 2zt 875
4 17 78.8 8 o | 3 9.3
5 16 80.0 7 9.3 [ g 95.0
6 . 9 - 88 | 7 91.3 1 98.8 |
Total 85 i 82.3 36 92.5 17 96.4




\ . Conclusion

A e feature extracton method has been dis

cussud, where strange attractor and neural net
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9%, was obtained, This shows a high potential

a

pplicability of the proposed methods, The main

advantages of using strange attractor are that

they extract features in a simple and elegant

way. and that they can model the dynamic prop-

erties of speech signal better than traditional lin-
ear predictive model. Their main current weak-

il

ess 15 that they have poor discrimination even

though it has good recognition rates. Future re-

search should concentrate on improving the dis-

C

riminatory power. Also performance of this

model needs to be compared with that many of

0o

ther techniques for identifying speakers using

same input data.
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