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ABSTRACT

This paper focuses on how spectrum information can be represented efficiently in a very low bit
rate CELP speech coder. To achieve the goal, an LPC cepstral coefficients VQ scheme represent-
ing the spectrum information in a CELP coder is proposed. To represent the spectrum information
using LPC cepstrums, three different cepstral distance measures having different spectral meani-
ngs in the frequency domain are considered, and their performances are compared and analyzed.
The experimental results show that spectrum information in low bit rate CELP coders can be rep-
resented very efficiently using the proposed LPC cepstral vector quantization scheme.
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I.INTRODUCTION

Code-Excited Linear Predictive (CELP) coders
have been proved to be good low bit rate speech
coder[1,2]. For example, CELP coders running at
4800 bits per second (bps) have been reported to
produce fairly good synthetic speech[3]. At the

present time, one of the major objectives in speec-

h coding is to pull the bit rate further down (for
example, form 4.8 Kbps to 2.4 Kbps) while main-
taining speech quality. To achieve the goal, ef-
ficient representation of the spectrum infor-
mation is essential,

Many of current low bit rate CELP coders use
scalar quantization scheme to represent the spec-
trum information parameters (3,4]). For example,
in federal standard 1016 (US Department of Def-
ense 4.8 Kbps standard) CELP coder, the 10 Line

Spectrum Pair (LSP)parameters derived from Lin-

ear Predictive Coding(LPC) coefficients are scal-
ar quantized. However, when the bit rate is fur-
ther pulled down, the luxury of using a simple
scalar quantization scheme can not be held any
longer. Consequently, a vector quantization
scheme is needed for representing spectrum in-
formation parameters. In fact, the scheme has
been widely used for many systems recently 5,6,
7). Particularly, many vector quantization met-
hods for LSP parameters are reported.

This paper focusus on how to represent spectrum

information efficiently in a very low bit rate
CELP speech coder environment. More precisely,
vector quantization method using LPC cepstral
coefficients is studied. Cepstral coefficients pos-
sess desirable characteristics for vector quantiza-
tion coding. For example, the average of the sum

of the cepstral coefficient is equivalent to an aver-

aging of the corresponding log spectra in the fre-
quency domain. In this case, the centroids for the
vector quantizer code vectors can be computed
simply by averaging all the cepstral vectors in
their clusters and can be interpreted in the fre-
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quency domain with spectral meaning. To rep-
resent the spectrum information using cepstral
coefficients, three different cepstral distance
measures which have different spectral meaning
in the frequency domain are considered, and their
performances are compared meanings in the fre-
performances are compared and analyzed. The re-
sults show that spectrum information in a low bit
rate CELP coder environment can be represented
very efficiently using a cepstral vector quantiza-
tion scheme.

Section II briefly describes the basic structure
of the CELP speech coder. Section [ introduces
the LPC cepstral coefficients which are used to
represent the spectrum information in this paper.
Section IV focuses on how to vector quantize
(VQ) the LPC cepstral coefficients. Three differ-
ent cepstral distance measures considered in the
VQ codebook designing procedure will be discus-
sed. Is Section V, the performance results of the
proposed cepstral VQ methods are reported and
analyzed. Finally, the conclusions of this paper
are given in Section VI,

Il. Basic Structure of a CELP Coder

In the LPC model, a linear filter described by
the linear prediction coefficients is used to model
the characteristics of the vocal tract. The linear
filter is then excited by the excitation signal to
make a synthesized signal. In 1982, a method for
determining the excitation, called the analysis-
by-synthesis excitation algorithm, was proposed
and applied to LPC vocal tract model by Atal and
Remde (8,9]. In this excitation algorithm, differ-
ent possible excitations are tried as inputs to the
vocal tract model, Then, the best excitaion signal
is determined by minimizing a weighted mean-
squared error between the synthesized speech
and the original. The weighting function is chos-
en to emphasize factors that are known to be per-
ceptually important, Since the hearing system is
less capable of perceiving errors in the frequency
bands where the energy is high such as in form-
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ant regions(10,11], coding noise energy should be
distributed proportionally to the spectral envel-
ope. In general, the weighted mean-squared error
E has a form of

N-

E= Y ((s(n)—h{n)*e(n))*w(n]? (1)

n=i

—-

=)

or
E= zinj.-i |S(e!) —H(e™)E(e®) |? | W{e™) |*dw, (2)

where h(n] and w(n] are the vocal tract impulse
response and spectral weighting filter, respect-
ively, H(e/*) and W(e'*) are the Fourier tran-
sforms of h(n) and w(n), respectively, and N is
the excitation frame length. The notations s[n)
and e[n) represent speech and excitation sequen-
ces, respectively. Eq. (1) can be written as

E = E (s[n)*w{n]—h(n)*w(n)*e[n]))? (3)

n=0
N-1
E= % (y(n]-gln)*e(n))* (4)
hin} sfn]
DISCRETE | . | DISCRETE
CONVOLUTION CONVOLUTION
gln] yin]
DISCRETE #n] -
CONVOLUTION

efn]

EXCITATION || ERROR
GENERATOR MINIMIZATION

st

Weighted Error

s(n] : pre-emphasized speech

wln] : perceptual weighting filter impulse response
yln] : “weighted” speech

hln] : vocal tract impulse response

gln] : “weighted” vocal tract impulse response
z[n] : “weighted” synthetic speech

e[n] : excitation signal

Figure 1 : Analysis-by-Synthesis method for obtaining
the excitation sequence e[n].

where y[(n) = s[n)*w([n) and g(n} = h(n]*w
[n). The signal y(n] is called the weighted speec-
h signal, and g(n} is called the weighted impulse
response, Hence, in practice, the excitation sig-
nal e(n]) is obtained from the weightd speech sig-
nal y[n] and the weighted impulse response g(n).
The analysis-by-synthesis excitation coding al-
gorithm is depicted in Figure.1

Different types of excitation models have been
studied for the LPC vocoder using the analysis-
by-synthesis excitation analysis. In particular,
multi-pulse(8,9] and code-excited excitation mod-
els[1,2]) have been developed successfully. In the
case of the code-excited excitation model, i.e., in
the CELP model, the excitation signal e [n] is
composed of the following two parts: fee(n—1y],
which represents a short segment of the past
(previously computed) excitation beginning y¢ sam-
ples before the present excitation frame, and B,
f,1(n], where f,1(n) is a zero-mean Gaussian code-
book sequence corresponding to index v; in the
codebook, i.e.,

e(n] = Bee(n—yo] + Pifa(n) (5)

In Eq. (5) foand p1 are the gain terms, called the
self-excitation and codebook gains, respectively.
In a given excitation frame, the perceptually
weighted synthetic speech x[n) corresponding to
e(n] has the form

x[n)] = Boxo(n] + pixs(n} + x,{n), (6)

where x0(n) = g[n)*e[(n—y], x:[n] = g(n]*fx
[n), g{n) = w(n)xh(n] is the perceptually weig-
hted impulse response, and x,{n) is the contri-
bution to x(n] from the filter memory.

The optimum excitation parameters, fo, yo, 1
and yn are determined pairwise, The excitation
generator first searches through a fixed interval
of the past coded excitation signal looking for an
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excitation sequence that minimizes the weighted
mean-squared error. Once the best excitation se-
quence is derived from the history of the exci-
tation signal, the location yo and the scale factor g
o of the selected excitation signal are stored. A
new signal is formed by subtracting the synthetic
speech just determined form the speech signal.
The excitation generator then searches through
the Gaussian codebook looking for an excitation
sequence which produces the most highly correl-
ated signal with the residual signal, and the cor-
responding optimum scale factor 1 and the index
y1 of the selected codeword are stored.

[ll. Rrpresentation of the Spectrum Information

In the CELP coder, prior to the analysis-by-
synthesis excitation analysis, LPC analysis(12] is
performed to obtain the LPC coefficients which
contain the time-varying vocal tract information
(or, spectrum information), The speech signal so
[n) is pre-emphasized prior to the LPC analysis,

Le.,

s[n] = so(n} —ase(n—1) (7)
or
S(z) = (1—az 1) Su(z) (8)

where So(z) and S(z) are the z-transforms of the input
signal so(n) and pre-emphasized signal s(n}, re-
spectively, The pre-emphasis allows better
modeling of the lower-amplitude, higher-fre-
quency formants. At the final stage of synthesis,
the corresponding de-emphasis filter 1 /(1—pz!)
is included, and a constant (.5 is used for o and
in our systems, Each frame of the preemphasized
speech signal s[n) is weighted by a Hamming
window v [n], and then the corresponding LPC
coefficients a[n] are computed by LPC analysis,
Figure 2 shows how the vocal tract and exci-
tation frames are organized with respect to the
Hamming window in our system. The vocal tract
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(m-1)th vocal tract analysis J {m+1)st vocal tract analysis

|

m- th vocal tract analysis

L excitation frame

( N samples )

vocal tract frame
(4xN samples )

Hamming window
( 8xN samples)

Figure 2 : Organization of the vocal tract and exci-
tation frames with respect to the Hamming
window,

frame is moved by half the length of the vocal
tract analsis window (the Hamming window),
and there are 4 excitation frames per vocal tract
frame.

Once the LPC coefficients are obtained, the
LPC coefficients are transformed into the form of
LPC cepstral coefficients. Thus, in our system,
the LPC cepstral coefficients are used to com-
municate the spectrum information between the
transmitter and receiver. The LPC cepstral
coefficients ¢ (n] can be computed recursively
from the p the order LPC coefficients a[n] using
the relationships [12) that

c(1] = —al1], (9)
c[n]=—a[n]~n‘£| (1-k/n)a(k)c(n—k), 1<n<p. (10)
k=1

In our systems, the value p (i.e., the LPC order)
was set as 11. The zeroeth cepstral coefficient ¢
[0]) of each input was set to zero to maintain the
corresponding 1mpulse response in normalized
form. Figure 3 shows the objective performance
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Figure 3 : Objective performance of CELP coder with
different number of cepsturms.

of CELP coder described in Section II with dif-
ferent number of cepstrums. The parameters
used for the experiment are summarized in Table
1. In this experiment, the selfexcitation par-
ameter fo and gain parameter fi were not quantiz-
ed. For the experimet, three speech sentences
spoken by a female speaker were used. The num-
ber of cepstrums were increased from 5 to 17 by
amount of 2. The performance of the coder was
proportional to the number of used cepstrums.
When the used cepstrums were more than 11,
however, the increment in coder’s performance
was not noticeable, On the other hand, when the
used cepstrums were 5 or 7, the synthesized
speeches were less natural, and distortions were
perceived in hearing.

In the speech coding literature, little has been
reported about efficient quantization schemes for
the set of LPC cepstrum values containing vocal
information. In the next section, effective vector
quantization schemes of a sequence of 11 LPC
cepstral coefficients are studied. In particular,
three cepstral distance measures having different
desirable spectral meanings in the frequency do-
main are considered as distortion measures, and
performances are analyzed.

Table 1 : Parameters used for the experiment
performed in Section [l

vocal tract frame length 100 samples

excitation frame length 25 samples
self-excitation search range 128 samples

Gaussian codebook size 1024 samples

IV. LPC Cepstral VQ Codebook Design

To code the cepstrums, a vector quantization
scheme was used. To design a quantizer, first, 40
different sentences, obtained from one female
speaker were processed generating LPC cepstral
training vectors. The LBG algorithm was then
used to design a full search 11 dimensional cod-
ebook from this training data[13). (The zeroeth
cepstral coefficient of each input were set to zero
to maintain the corresponding impulse response in
normalized form) The maxmindistance algorithm
was used to provide an initial codebook for the
LBG algorithm[14].

In the procedure of designing the cepstral VQ
codebooks, three different distortion measures
were studied, namly, the Euclidean cepstral dis-
tance measure decer, the quefrency weighte cep-
stral distance measure docer and the variance-
equalized cepstral distance measure dvcer [15,16].
The Euclidean cepstral distance measure decer is
defined as

decer(c, ¢ ) = f lelil—¢ (i)/2 (11)
=1

where ¢ and ¢ are the vectors of original and rep-
roduced LPC cepstruin: valu=~, Using the Parsev-
al’s theorem, decer can be interpreted as the
mean-squared difference between log spectra in
the frequency domain, i.e.,

decer{c, € ) = %{‘j‘_nllogsc(w)—logS&(w)Izdw, (12)

where logSc{w) and log S: (w) are the log spectra
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correspinding to ¢ and C, respectively. Hence, dzc

ep 1s an efficient measure to estimate the log spec-

tral distance.
The quefrency weighted cepstral distance meas-
ure deecp is defined as

dacr(c, &) = 3 licli)=ic¢ (]2 (12)
i=1
n .
=¥ 2le(i)—=¢ ()12 (13)
1==1

where ¢ and € are the vectors of original and rep-
roduced LPC cepstrum values. The motivation
for examining dacer was to reproduce higher cep-
stral coefficients more faithfully, since the higher
cepstral coefficients have small magnitudes rela-
tive to lower cepstral coefficients. Using the
equality

2 logSc(w)

o =-—jn£nc[r1]e"‘““. (14)

the quefrency weighted cepstral distance meas-
ure decer can be written as

=y L ["alogSc(w) 2logSe (w),.
dacer(c, ¢ ) o j‘_nl s - .
(15)

Consequently, docer is equivalent to the
mean-squared difference between the slopes of
log spectra in the frequency domain,

The variance-equalized cepstral distance meas-
ure dvcer is defined as

- 1 . 2
dver(c, € ) = T wilc(i)—¢ ()%, w =—L  (16)
i=1 (fl

where ¢ and ¢ are the vectors of original and
reproduced LPC cepstrum values, and 7 is the
variance of the ith cepstral coefficient of the
training sequences used for designing the
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codebook. Tohkura showed that the variance of

the higher cepstral coefficients is much smaller
than the wvariance of the lower cepstral
coefficients [(15). This suggests that some
cepstral coeffieients contain more information
about the vocal tract than others, and thus those
cepstral coefficients should be weighted appropri-
ately. The dacer weights the cepstral coefficients
based upon their relative importance.

When the weighted distortion measures were
used, the cepstral vectors were weighted prior to
designing a codebook. Consequently, if a
weighted cepstral distance measure was used, a
set of cepstrum values to be encoded was also
weighted prior to selecting the best codeword
from the codebook. Conversely, when the best
codeword was chosen, the codeword was
deweighted to produce the reproduction vector,
The weighting factor used for dwcer and the vari-
ance equalizer vwi used for dveer are plotted in
Figure 4.

Three sets of cepstral VQ codebooks were
designed. Each set of the codebooks was
composed of 15 different codebooks. Among the

15 codebooks, the first five were designed using
decer as a distortion measure. The sizes of the five

(a)

81 ®

Quafrency

Figure 4 : Weighting factors : (a) quefrency used for

dacer, and (b) variance equalizer used for
dvEce,
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VQ codebooks were varied as 64, 128, 256, 512,
and 1024. Then, the next five codebooks were
designed using doqcer as a cepstral distance
measure. The sizes were also 64, 128, 256, 512,
and 1024. Finally, the rest of the codebooks
(having the sizes of 64, 128, 256, 512, and 1024)
were designed using dvcer as a VQ measure,
Hence, a total of 45 cepstral VQ codebooks were
designed . To design the first 15 cepstral VQ
codebooks, for speech sampled at 8 KHz, a frame
interval of 12.5 ms(i.e., 100 samples)was used as
the vocal tract frame length. Similarly, to design
the second set, a frame interval of 15.0 ms(i.e.,
120 samples) was used. Table 2 summarizes num-
ber of training vectors used for the VQ codebook
design.

When a 1024 size codebook in the first set is
used to vector quantize the LPC cepstra, 800 bps
are required to transmit the spectrum infor-
mation. Similarly, when a 64 size codebook in the
third set is used, 300 bits are needed for every
second. Bits required for every second to rep-
resent the spectrum information versus cepstral
VQ codebook sizes are summarized in Tabel 3.

Figure 5 shows the average distortion of decep
as a function of the codebook size. The codebook

03
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g 0.18
3
0.1
(e}
®)
0.054 @
0l e , y . —
s ) 7 [ 9 10 1

(log s codebook size)

Figure 5 : Average distortions of decer for (a) 20.0
ms, (b) 15.0 ms, and (c) 12.5 ms vocal
tract analysis updates.
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Figure 6 : Average distortions of decer for (a) 20.0
{b) 15.0 ms, and (c) 12.5 ms vocal ttact
analysis updates.
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Figure 7 : Average distortions of dvczr for (a) 20.0
ms, (b) 15.0 ms, and (c) 12.5 ms vocal
tract analysis updates,

size was increased from 64 to 1024 by factors of 2.
In Figure 5, lines (a), (b), and (c) correspond to
the average distortions of decer according to the
vocal tract frame intervals. Similarly, Figures 6
and 7 show the average distortions of decer and
dvcer measures. We observe from Figures 5, 6,
and 7 that the average distortions of decer and
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dvcer are much greater than the average distor-
tion of decer. This is due to the weighting of the
cepstral training vectors prior to designing a cod-
ebook when decer or dvcer is used. Thus, direct
comparison of the average distortions among the
three measure is not appropriate. Rather, the per-
formances of the designed cepstral VQ codebooks
should be analyzed thrugh objective and subjec-
tive tests. The next section focusus on that issue.

Tabte 2 : Number of training vectors used for
the VQ codebook design.

Training vectors used
9,190 vectors
7,651 vectors
5,716 vectors

VQ codebooks in the first set
VQ codebooks in the second set
VQ codebooks in the third set

Table 3 : Bits per second required to represent
spectrum information,

Vocal Tract Frame [nterval

12.5ms 15.0ms 20.0ms
64 480 400 300
Cepstral 128 560 467 350
VQ Codebook | 256 640 533 400
Size 512 720 600 450
1024 800 067 500

V. Simulation Results

To analyze the perform of the cepstral VQ code-

books designed in the previous section, several
experiments were performed.

First, the LPC cepstral VQ codebooks designed
in the previous sections are denoted as

Cost (17)

where, D indicates the type of distortion measure
used, S represents the size of the codebook, and
L is the vocal tract frame interval (in me) of the
training vectors uned in the codebook design pro-

cedure. For example, the notation

768

Cmer 1024, 125 (18)

denotes a LPC cepstral VQ codebook : (i) whose
distortion measure is decer, (ii) which has 1024
entries, and (1ii) whose vocal tract frame interval
was 12.5 ms.

5.1 Experiment [

In the first experiment, for speech sampled at 8
KHz, a frame interval of 12.5 ms (ie., 100
samples) was used as the vocal tract frame inter-
val. (Consequently, the excitation analysis frame
length was 25 samples.) Once the LPC
coefficients were obtaind using the LPC vocal
tract analysis, the LPC coefficients were
converted to LPC cepstral coefficients, Then, the
cepstral coefficients were vector quantized using
the LPC cepstral VQ codebooks in the first set
designed in the previous section. To measure the
degradation produced n cepstral vQ
quantization, we took the following sequential
procedures. First, convert the quantized LPC
cepstral coefficients into (quantized) impulse re-
sponse hln]. By applying the analysis-by-syn-
thesis excitaion algorithm depicted in Figure 1,
obtain the excitation sequence e[n] from the
speech signal s(n] and impulse response A[n].
Finally, synthesize the speech signal x[n] by
filtering the excitation sequence e[n] through A
[n]. In our system, the LPC cepstral coefficients
were not interpolated in the procedure of generat-
ing the excitation signal. In the speech synthesis
procedure, the excitation gain parameters, i.e., fo
and f1in Eq. (5), were not quantized to concen-
trate on the distortion solely caused from the
cepstrum quantization. Also, to minimize the dis-
tortion due to the restricted size of the Gaussian
codebook in excitation sequence searching, the
1024 size Gaussian codebook was used. Thus, the
range of the Gaussian codebook sequence index,
% in Eqn. (5) is 1024. The range of the past exci-
tation history used for the position parameter 7o
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was from 32 to 159.

The SNRs of the synthesized speech sentences
for different LPC cepstral VQ codebooks are
summarized in Table 4. For the experiment, three
speech sentences not included in the VQ
codebook training sequences were used. The
performances of the decer or dveer distortion
measures turned out to be superior to that of
decer. These results were also verified through in-
formal listening tests. The reconstructed speech
quality using decer and dvcer measures was
approximately same, One thing to notice from
Table 4 is that the SNRs do not exactly reflect
the codebook size and its synthesized speech
quality. However, the distortion in the synthetic
speech related to the codebook size was clearly
perceived in the informal listening tests, In other
words, the perceived distortion increased as the
VQ codebook size decreased in listening test.
Overall, however, quality of the synthesized
speeches whose spectrum information
paramenters were quantized using either Cuee s, 125
or Cuer s 125 were very good. Particularly, the
performances Of Cascer 1024, 125, Casse 512, 125, Caverr. 1024, 125,

and Cuver 512, 125 were excellent,

Table 4 : SNRs of the synthesized speech sentences
for the Experiment I .

the results of Experiment I, we observed the fol-
lowing. The performances of decer and dveer were
about the same, and outperformed the ones of
dacer. Although the SNRs did not reflect quality
degradation exactly against the codebook size,
the perceived distortion increased as the VQ
codebook size decreased in listening. Overall, the
quality of the synthesized speeches whose spec-
trum information parameters were quantized
using either Cawe s, 15.00r Cawer s, 150 were fairly good.,

Table 5 : SNRs of the synthesized speech sentences
for the Experiment [I.

Camerot, 150 14.43

Caeerr 64,150 14.79

Cavernbt, 150 13,44

Cascer 128,150 14.81

Cueerr 128, 150 14.74

Caverr. 128,150 13.30

Cecer 55, 150 14.92

Cdacrr 256, 15.0 15.12

Caverr 26,150 13. 39

Caseer 512,150 15.15

Cawer 512,150 14.71

Cavewsi2, 150 13.22

Cdaer 1024,15.014.62

Cgerr 1024, 15014.48

Caverr 1024, 150 13,42

Ciwer 64,125 15.51

Ciecre6d, 125 14.70

Cavers 64, 125 15.68

Canse 128125 15.37

Caweer 128, 125 14,53

Caver128. 125 15.96

Camsr 256,125 15.95

Clacre 256, 125 14.89

Cavesr. 256,125 1561

Camer 512,125 15,62

Caacre 512, 125 14.73

Caverr 512, 125 15.57

Camer 104,125 15,38

Cawcer 1024, 12514.78

Caveer. 1024, 125 15,50

5.3 Experiment 1II

In Experiment [ll, an interval length of 20 ms
(160 speech samples) was used for the vocal tract
frame, Thus, in this experiment, the length of an
excitation sequence was 40 samples. When the
procedures described in Experiment 1 were ap-
plied, we obtained the results shown in Table 6,
From the
conclusions from those made in Experiments I
and II. In other words, codebooks of Cuser s, 200and
Cavww s, 200 performed about same and better than
those of Caws s 20 The overall quality of the

results, we could derive similar

5.2 Experiment 1l

The procedures
indentical with the procedures of Experiment I,
except the length of the vocal tract frame inter-
val used. In Experiment II, the vocal tract analy-

of Experiment [l were

sis was performed for 15.0 ms frame interval (i.e.,
for every 120 speech samples). The results of Ex-
periment Il are summarized in Table 5. Similar to

synthesized speeches was fair.

Table 6 : SNRs of the synthesized speech sentences
for the Experiment 1.

Cdmenta, 150 12,48

Caases, 150 11.01

Cavesr s, 150 12.40

Camer 128, 150 12.64

Clecere. 128,150 10.96

Cavese 128,150 12,99

Cimer 26, 150 12.91

Cecer. 256,150 11,29

Caverr. 356,150 12.76

Cimse 512,150 12,83

Caacze 512, 150 11.25

Caverr. 512,150 12.98

Camar 1024, 15.012.87

Cawer1024,15011.11

Caverr 1024,15.012.86
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VI. Conclusions

In this paper, an efficient way of representing
the spectrum information in a very low bit rate
CELP coder environmont was studied. To
achieve this goal, a vector quantization scheme
using LPC cepstral coefficents was proposed. To
represent the spectrum ifformation using
cepstrums, three cepstral distance measures
having different desirable spectral meanings in
the frequency domain were considered, and
performances were compared and anlyzed. The
distortion measures considered were the
Euclidean cepstral distance measure, quefrency
weighted cepstral distance meansure, and vari-
ance equalized cepstral distance measure, Three
different sets of experiments were performed to
analyze the performance of the LPC cepstral VQ
method. The experimental results show that
spectrum information in al low bit rate CELP
coder evvironment can be represented very ef-
ficiently using the LPC cepstral VQ method. In
particular, two cepstral distortion measures,
namely Euclidean and variance equalized cepstral
distance measures, turned out to be good distor-
tion measures suitable for LPC cepstral vector
quantization.
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