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A MARKOV DECISION PROCESSES FORMULATION
FOR THE LINEAR SEARCH PROBLEM

7Z.T. Balkhi* and L. Benkherouf*

Abstract

The linear search problem is concerned with finding a hiden target on the real line R. The position
of the target is governed by some probability di-tribution. It is desired to find the target in the
least expected search time. This problem has been formulated as an optimization problem by a num-
ber of authors without making use of Markov Dccision Processes (MDP) theory. It is the aim of
the paper to give a (MDP) formulation to the search problem which we feel is both natural and easy

to follow.

1. Introduction

For simplicity, we shall only consider the simplest linear search model where the starting
search point is taken to be the origin. Assume that a target P is hidden on the real line R such
that its position is given by a random variable X whose distribution is denoted by F(x) as

depicted in Figure 1.
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Target may be here

Figure 1. Showing th:: positon of the target

A searcher starts looking for the target from some starting point, 0 say, and moves continu-
ously in both direction until the target is found, The objective of the searcher is to find the

target so as to minimize the expected length of the search path. This objective is assumed to
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be equivalent to finding the target in the least expected time. To be more precise, let
¢ =inf {t: F{1))>0 1}, d = inf {t: F(t)<1 & (1)

The searcher starts from position 0, he either chooses to move to the right {(or the left) of 0
a distance a,. If the target is not found, he moves in the opposite direction a distance a, from 0
and if the target is not found he again moves in the opposite direction a distance a, where a,>
a,. This process is repeated until the target is fcund, So a policy can be represented by a se-

quence {a, 1>0} such that

;s <a;<a <a=0<a<a <a< (2)

o

with a,-,.c and ay,.d or

cx<a<a<a=0<a<ac=<a< - - (3)
with a,_,.d and a,.c.

Expression (2) corresponds to the first movement of the searcher is to the left of (0 while ex-
pression (3) means that the first movement is to the right of 0.

Recall that x denotes the position of the target and define D(a,x) to be the total distance
travelled from the starting point 0 to x using a search path a = { a, i=0 }. Then, by letting a_,

= 0, we have
n—1
D{a,x) = |x| + 2 ; la

where a,.;<x<a,. It follows that the expected travelled distance to find the target is then

4 x n-— an
D(a,F) =j Xl dF(x) + 2 £ T Ial j dF %),
which can be reduced to
d x B
D(a,F) =I Xl dF(x) + 2 ¥ Jal (1 - j dF(x)) (4)
¢ = -

The above derivation is due to Beck [3] and Franck [4]. The problem of finding the optimal

search path then reduces to the problem of mirumizing expression (4). For treatment of the
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problem along these lines please consult(Balkhi [11,12]). However, a close look at the way the
formulation was derived reveals that the learnirg about the position of the target has not been
incorporated in the prior probability representing the position of the target. For example, if a
search of distance a, from 0 has been carried out, our knowledge about the distribution F(x)
should change but this seems to have been ignored here. In the next section we shall give a
MDP formulation to the problem which is simnle and takes the learning process into account
and which we feel is both natural and easy to {ollow. Also, we hope that this will be a strating

point for trying to find optimal search strategies based on the MDP formulation.

2. The Markov Decision Processes Formulation

Here, we shall represent the state of the system at any time by the vector (x,y). This mean
that x distance to the right of 0 was searched and y distance to the left of 0 was searched and
no target was found. Let V(x,y) denotes the minimum expected search distance to find the
target given that the searcher is to the left of 0 (at position y) and the state of the system is
(x,vy). The expression V*(x,y) has the same nieaning except that the searcher is now to the
right of 0 (at position x). If we let V(0,0) denote the minimum expected search distance to

find the target, then the optimality equation can be written as

V(0,0) = min {V*(0,0), V*(0,0)} (5)
and

Vi(xy) = min {x+T+<1—f_T dF(p))(l—jj dF(p)™ VH(x, T}, (6)

VH(xy) = min (Z+y+(1- [ dF(p))(l—jf dF(p) " VA(Z,y)), @)
where, T |

(1—[“4 dF(p))(1- [ dF(p)) " (8)

1s the conditional probability that the target is not between —T and x given that it is not be-

tween —y and x. The term

(1— r dF(p))(1— [ dF(p))~!

-y
o
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has a similar interpretation.

Note that relation (6) means that we are currenzly positioned to the right of 0 given that the
state of the systm is represented by (x,y) and tie actions available are to move some distance
T (to be determined) to the left of zero. If the target is found then we stop seaching. Other-
wise we continue searching from our new position (x,T) situated to the left of zero noting that
the probability of not finding the target is givei. by (8). Relation (7) has a similar interpret-
ation as that of (6), Relation (5) comes from the fact that initially we have the choice of mov-
ing either to the left of zero or to the right of zevo, Also, note that the set of actions available
to the searcher at any postion (x,y) consists of the open intervals (x.d) and (c,y), which are
continuous, where ¢ and d are given by (1).

The formulation based on relations (5), (6) ancl (7) is a (MDP) formulation since the choice
of our actions at any time is dictated only by cur current state (position) (x.y) and does not
depend on the past. This means that all the thzory related to (MDP) can be applied to the
search problem. Of particular interest are the cornputational techniques used for solving (MDP).
This will make the problem easier to handle computationally than previously was. For more
details about the techniques consult Ross [5]. In the example to be presented later, we used
the method of successive approximation with a s:arting solution Vi(x,y) = V'(x,yv) = 0 for all
x and vy.

Note that it can be shown that the problem of finding the optimal search path with the
(MDP) formulation can be stated equivalently a: the problem of finding the sequence a = ia,
120} that minimizes the following expression

En

R(aF) = ¥ lal " dF + 2 % | (1—[

-1

dim)

J

with a-, = a, = 0. To see that, assume withou" loss of generality that the first movement a.

occurs to the right of (), then we can write

ll
R(aF) = a + (1—[ dF(p)) Vi(a, 0)

o

The second term on the right hand side of the above expression comes from the fact we

searched a distance a, to the right and the targst was not found. This occurs with probability
4 \ . . L. . . . .
1‘[ dF(p). Then, we continue searching from our new position situated which is situated a

distance a, to the right of (). Therefore, if we mave a. to left of ) we get:
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J] 31 {\1
R(aF) = a + (I‘i‘ dF(p); { fal + lal (1*'[ dF(p)) (1*[ dF(p)) ' VMa, a,) |,

i - v
. . Y

repeating this process indefinitely gives:

4,

R@F) = a + % m[’ dF(p) (Jal + lawl)

a
J el

which leads after some algebraic manipulation to the required result,
A comparison between relations (4) and (5) reveals that their diference 1s
4

R(aF)-D@F) ~ L lal (

o

dF - [d x| dF (x) (9)

This difference 1s non negative since

i

d 3 g % 4
f x| dF = g}j x| dF < ¥ lal [ dF,

. =1

In fact relation (9) indicates that the MDP formulation and the classical formulation may lead
to different search strategies. It also points tc the fact that the difference between their

expected distance travelled is bounded by:

rnjn {R(a,F)—D(a,F)t,

where the above difference is given by (9).
3. Numerical example and conclusion

Example : Assume that the probability descriting the position of the particle along the line 1s
standard normal. Note that because of the symnietry of the distribution at 0, it is not important
in which direction to start. Accordingly, we as-ume that the first move occurs to the right of

0. The classical method based on relation (4) givzs the following search sequence:

a,=1.4, a,=2.6, a,=1.4, a;=3.6, 2,==4.9, a,==5.2 a,=6.0

with a total expected distance travelled of 2.99.
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On the other hand, the MDP formulation gives:

a=1, a,=1.7, a;=2.2, a,=2.9, a,=3.4, a,—6.0, a, =6.0

with a total expected distance travelled V(0,0)=:.99

To sum up, in this note we formulated the classical linear search problem as a MDP. By do-
ing this we are hoping to generate interest in divising optimal search strategies based on this
formulation, We also presented a numerical exanple to show that the classical formulation and

the MDP formulation may lead to different policics,
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