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ABSTRACT

This paper purports to study on interactive fuzzy goal programming model wh:ch
leads to the compromise solution which the decision maker satisfies through the
interactive approach,

We also attempted to calculate local proxy preference function from utility funct:on
of sum-of-logarithms in connection with marginal rate of substitution and interactive
approach for the purpose of applying weight of multiobjective function,

In an attempt to grasp compromise solution from fuzzy efficient solution, we
decided to take the interactive method and presented stopping rule for this,

I . Introduction

A lot of multiobjective decision making problems with application to qulity
management take place in an environment in which the goals, constraints. and
consequences of possgible actions are not kown precisely, The tools of fuzzy set theory
can be utilized to deal with such imprecision in a quantitative manner,
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In particular, it is demonstrated how fuzzy or imprecise aspirations of the decision
maker can be quantified throught the use of piecewise linear and continuous functions

Typical fuzzy goal programming could measure the aspiration level and also find
out the decision maker’s satisfaction level through utilizing the membership function,
The algorithm of traditional fuzzy goal programing depicts the satisfaction level by
decision maker’s subjective judgesment, In this paper, howbeit, we demonstrated :he
new algorithm indication the decision maker's degree of satisfaction with little more
systematic methodology,

This paper purports to study on interactive fuzzy goal programming (IFGP) which
leads to the compromise solution which the decision maker satisfies through ‘he
interactive approach,

[I. Study of IFGP Algorithm

The following study is divided into fuzzy efficient solution and compromise
solution, the logical background of IFGP algorithm is shown as follows,

1. Fuzzy Efficient Solution

1.1 Conception of Fuzzy Efficient Solution

To find fuzzy goal programming, first of all, fuzzy efficient solution which is most
suitable thing to compromise solution should be researched by the possible collection »f
fuzzy efficient solution,

The conception of efficient solution means non-dominated solution and is called
pareto optimality. [S 15]

The definition of such fuzzy efficient solution is as follows, [Z 19]

(Definition 2-1) Fuzzy Efficient Solution : On the assumption that (X)), j=1,-- m
is membership function of (formula 2-1) fuzzy constraints, X found by the interactive
fuzzy goal programming algorithm becomes fuzzy efficient solution in case of the
following X' (€ X) is not appeared,

Zi(XN< ZA(X), i=1, -, k& 2-n
A (X > (X)), j=1, -, m
A Zin(X) < Zu(X), for at least one 0 & (1, -, k}
V(XD > wie(X), for at least one jo & (1, -, m).
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1.2 Range of Objective Function

Because the range of each objective function has been decided by subjective arnd
optional decision maker in the existing FGP, the range of real objective function is
decided too widely, and the iteration should be increased to find the compromise
solution, In case of beyond the range of objective function, the satisfaction can’t he
done,

Therefore, this study decided positive ideal solution(PIS) and negative ideal
solution(NIS) and within its range the minimum limit Z° and the maximum limit 2.Y
was made under the limited condition by cutting down repeating times for solution and
compromise solution, SGI 16]

Positive ideal solution is the best solution under the limited condition given in the
problem of multiobjective decision as each objective function looks for solution by iiself
while negative ideal =olution is the worst solution under the limited condition givern as
each objective function looks for solution by itself,

Namely, on the assumption that multiobjective decision was given as follows,

Max Z(x)= [ 4(x), Z(x), - Zp(x)] (2-0
Ax < b
r = 0

To find this problem as follows, it becomes PIS of Z by selecting objective

function 2,

Max Z(x) (2-3)

If we find this problem as follows, it becomes NIS of Z,

Min Zi(x) (2- 9
Ax < b
x =0

1.3 Structure and Induction of Membership Function

The decision maker indicates membership function as a satisfaction degree fo
numerous fuzzy goals, This can be indicated p(x) as the real number at interval of 0,
1.

Such membership functions are linear membership function, exponential membership
fuention, hyperbolic membership function, hyperbolic inverse membership funcricn,

1%



19939 1249 BESHERS I 4219 A2z

piecewise linear membership function [S 15], and its structure and solution induction is
decided by membership function structure,

Piecewise linear membership function suggested by Charnes and Cooper is applied
in this study, and membership function and objective function within the range of goal
value of objective function applied by algorithm are researched as follows,

I.3.1 Membership Function within Goal Value of Each Objective Function

(HYPOTHESIS 1) Membership function of each objective function is assumed as
piecewise linear membership, and piecewise linear membership function connected with
goal value :(Z) of free objective function is piccewise linear concave membership

function,
Namely,
{2y — IV Z7 = Z7) <A ui(Z)) — u\ ZF DY 2= Z77Y) (25

is a goal value that objective function i exists between maximum value Z" and the
minimum value Z*, [RN 11]

(HYPOTHESIS ) If the value of Z/ is divided in detail and find :(Z/) and
connect it by line, the assumed objective function px:(Z;) becomes negative quadratic
function of which the peak is 1

A(Z) . c - .
il Z ? 1:(Z7) of assumed objective function

R

- 4;(Z7) of real objective function

Figure 2-1 The maximum problem u;(Z7)
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R VAS]
2 (Z7) of real objective function
[ + - 1 Z7) of assumed objective function
- -
0 zv zZt z

Figure 2-2 The minimum problem s (Z7)

FU__ 7i2
() = lq[éf’t 7{41] (2 6

1.3.2 Membership Function of Objective Function
In general, a decision maker expects that each objective function becomes larger

than aspiration level, And as shown an figure 2-3, when a membership function of

possible goal function is lined to piecewise linear Z; exists between g; and 7' H 4
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Figure 2-3 Membership Function of New Objective Function
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In the model of fuzzy objective programming of Hannan, Rubin and Narasimhan
However, in the piecewise linear function, The membership function was induced
for the a lineal distance between two points of A and C. This membership function

induction formula is as follows,

w2 - g

/‘z(Zz') Z,” 'gi

(Zi—2) + (g (2-7

Here, Z; is g, <Z <Z% and this formula was found by interpolation as Z is between
g and Z'.

Z" is the most optimistic vlaue of Z, and Z* is the worst pessimistic price of Z
Therefore, u(Z5=1. p(Z5H=0

1.4 Weighting Algorithm for Objective Function

Generally, the preferred solution of multiobjective decision making (MODM) :an
be obtained depending on the preference structure of desision maker (DM),
Accordingly, we can the apply the preemptive priority when DM distinguishes his
preferences in the multiobjective functions and the weights when DM doesn’t distinguish
his preferences,

This paper is based on the weighting method which is one of multiobjective
decision making techniques, The overview of this algorithm is represented as follows,
The methods used make a partial revision of proxy approach method which was
proposed by Oppenheimer [0 8), and Sequential Proxy Optimization Technique(STOP)
which was suggested by Sakawa {S 15/,

1.4.1 Initialization
The new model V is represented as follows,

Model V : (2-8
Max {(or Min) o Z(x)
s t.oxeX

where @, is the weighting vector

n
2 ow=1, @i >0, =1, e , A
PR

The initial weighting vector @, may be selected arbitrarily (ex, &i\= &= a=1/3).

The model V' with the initial weighting vector ¢* k=1 generates a nondominated
solution using the weighting method and we obtain the vector solution Z' and its #* of
the model V, where the index of % represents the number of iterations.
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[THEOREM] Let Z be convex and let x* be a nondominated solution, Then there exist
nonnegative weights «; such that at least one @ >0 and x* is an optimal solution of

the model V

I.4.2 Assess Marginal Rate of Substitution

This paper relates directly to the global procedure of Barrager[B 1. and Keelin and
the local procedure of Boyd "B 2] and Geoffrion, Dyer, and Feinberg, Both the global
and local procedures are built upon one fundamental preference measure. The
marginal rate of substitution(MRS). MRS is the trade off. [0 9]

MRS is a well'known first order approximation of an indifference curve,
Mathematically, MRS is the negative of the slop of an indifference curve at a point

defined as follows, [S 13]

Figure 2-4 The negative slope of an indifference curve.

(Definition 2-2) At any Z, the amount of Z; that the DM is willing to sacrifice to
acquire an additional unit of Z is called the marginal rate of substitution [S 13] ;

267, | dP=0 dZ=0
_oplD /64 dZ 0 (2-9)

m;(Z) _?5'5(“7—)76:‘7;‘ - —dZ, yai

The MRSs are assessed by representing the following prospects to DM

Z-:(Z’l’ ey 1?[, -, ZJ’ e Zn)
le:(‘zlv ) ZZAA]ZZ Ty Z;+AZ_;‘, ) Zﬂ)
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for a small fixed 47, A4Z; is varied until they are indifferent between Z and 7!,
respectively,

1.4.3 Local Proxy Preference Function
Concerning the convergency of the algorithm, it is necessary to assume some kind of
preference (utility) functions, to this end, local proxy preference functions mentioned in [() 19]

are used.
(Definition 2-3) Attribute 4, 4, -+, Z, are the additive independence if preference over
lotteries on 4, 4, -+, Z, depend only on their marginal probability distributions and

not on their joint probability distribution [ K 6]

Using the deterministic additive independence condition P(Z)=321P:(Z) of Keeney et
al,, together with assumptions about a marginal rate substitution variation, Keelin [ K
5] derives the following three local utility functions :

(1) sum-of-exponentials,

If 16%?)152 = W, then P(2)=- Sl - exp(— W.Z)

The constant @ can arbitrarily be set equal to one and remaining parameters. 7z,
o an, W, must be calculated from tradeoff assessment,

(2) sum-of-power (Z;=0)

—om(2)/0Z;, _ 1+& _ . .
If ol ) B TEYA then P(Z2)=—a,» (M4 Z)

Where M, is a constant such that M+ Z;>0, i=1, ---, n, The parameters a: must
be calculated from tradeoff assessment,

(3) sum-of-logarithm,

—Omy(L)/6Z; 1 — . _
If () = M=Z, then P(Z2)=2a,+ ¢ ,,(M,—Z)
where M, is a constants such that M,— Z;>0, i=:1, -, #, must be calculated irom

tradeoff assessment,

For these three types of proxy functions, the constant @ can arbitrarily be set
equal to one in P(7). The remaining parameters can be calculated from the MRS
assessment, For the sum-of-exponentials or the sum-of-powers proxy, n—1 MRS at
each of two points plus a single MRS at third point are required to fit the 2s -1
parameters ; whereas the sum-of-logarithms proxy requires only n—1 MRS at any point
to fit the n—1 parameters,

The numerical MRS actually assessed relates to the sum-of-logarithm parameters
a; and a; in the following way |
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_OP(2)/6Z: _ a(Mi— Z)

i ZSP(2) ] 67, T a(Mi— Z)

j:]' [EE 7]

I.4.4 Stopping Rule

Deciding when to stop this algorithm, we obtain the discrepancy index d* between
the real disposable gradient ¢* and the desirable gradient W%, ~ The discrepancy index
d* means difference for the direction gradients between previous iteration and current
iteration, This can be achieved by their normalized scalar product, i e,

a* . Wi .
d* = T [71[;[{”" (2-1)

le :

If the discrepancy vanishes, i.e., if ¢* is colinear with Wy, this algorithm stops,

That is, if 1--d*<e(error bound) stop, as the solution is the preferred on which
satisfied by the DM, Otherwise, the next step is accomplished,

There is a question which necessitates a skill of decision maker, It is a question of
selection for e value, If the & value decreases, then the solution of this algorithm is
more exact, On the other hand, the computational efforts increase, That is, tle
tradeoffs exist between the computational efforts and the quality of solutions,
Accordingly. decision maker selects a proper ¢ value case by case,

Moreover, if |P(Z) generated by the n iteration—P(Z) by the (»—1) iteration] s
less than &, this algorithm stops. Otherwise, the decision maker selects the new
weights,

1.4.5 Generate the New Weighting Vector

If the {teration of this algorithm does not stop in the stopping rule, it is necessary
to generate the new iweighting vector, The new weighting vector is generated by «'.
Wy and reasonable 3°,

@" =1 B s at - g e W <3<

The j* is determined by the utility function of DM,

The curve labeled proxy is the slice of the proxy function along the line determined
by ¢" and W This quantity [P(WF) — P(a®) |, can be negative or positive,

In this case, W77 overshoots the true maximum for enough to "P(W/) < FP(a')]
Since movement in the Wi direction quarantees improvement if small enough a steys is

'

08

. there must be a point "'

taken along the line determined by ¢* and W%, out
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somewhere in between, such that P(W) >P(e*). An optimization procedure called
relaxation technique is used to find such a point ¢**', For some g% 0<g*<1, 0 10]

The parameter 8* is increased until improvement is achieved, Figure (2-5) shows
the actual change A’, measured at ¢*", has the same direction as predicted
improvement P(Z),

\ P
) /JT\ Proxy
1 o : \
1t~ |
J;/ True Objective

Figure 2-5 Relaxation Technique

Hence, decision maker selects the A* to maximize P(Z). Hence, P(Z) is

represented as follows :
P(Z) — Eai * ln( Mz“ 741)

_oP(D)/oZ _ alM;—Z)
then, mi = sp( 2767, = a (M.~ Z)

The fixed small change 483* is suggested to decision maker and the decision maker
determines the g%(i.e., 0<AB*< 428" <---<1),

If the decision maker selects the 8% as 3*==0, the algorithm is stopped, because
the utility of decision maker is not more improved,

The overview of this algorithm is represented in Figure(2-6) and each step of this
algorithm is presented in a step-by-step manner,
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(starr )

| Set the Initial Weight }
L - . -

Obtain the Initial Solution

[ Access MRS

— ‘
Estimate Local Proxy Preference Function |

' Determine the Desirable Weight

N

<§topping Rule

No Generate the New
Weight

( STOP )

Figure 2-6 Flow Chart of Weighting Algorithm

2. Compromise Solution

2.1 Conception of Compromise Solution

This study accepted the interactive approach, and the interactive approach [S 13]
(SGI16) of Sakawa and Sasaki was compromised and supplemented, and the
compromise solution was found for the satisfaction of the decision maker,

(Definition 2-3) {Compromise Solution]:Compromise solution means satisfied membership
function .(g) of sapiration level g; or the closest efficient solution among fuzzy
efficient solution by the decision maker in the matters of mulitobjective decision

making,
The closest efficient solution means the efficient solution that satisfies condition »f

Stopping Rule,
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2.2 Stopping Rule

If membership function of new aspiration level is satisfied instead of membership
function (g of aspiration level presented in the first stage, the obtained solution will
be ended as a compromise solution,

I[f all is not satisfied, aspiration level g; may not be satisfied even though g, is
adjusted many times because of its impossibility of g;’s convertibility,

Therefore, if the efficient solution is suitable to Stopping Rule, the efficieat
solution will be stopped as the compromise solution, If not, new g; should be made,

(1) Sum of Membership Function

As membership function assumed a negative quadratic function, it increases largely
to increase g; near 7/ than to reduce near 7,

Therefore, if not accomplished g, of Z is increased a little, membership functicn
becomes increased largely, and the total membership function becomes large comparing
with the first membership function in general, And a decision maker will be satisfied
with the solution if sum of membership function found by new g; is bigger than the
sum of membership function presented at first to a certain extent,

Namely, if the sum of all the membership function is bigger than the sum of
membership function found by the first efficient solution and allowance level (7). it
will bé ¥d a5 the compromise solution,

If Taiii‘iec‘o‘%es small, it comes to be stopped generally as finite iteration,

(2) Sum of Deviation Rate

In case there is no solution to satisfy all u:(g,), the decision maker will be satisfied
with the closest efficient solution which is the minimum solution of the sum of
deviation rate from new g

And if the sum of deviation rate of each objective function about aspiration level s
smaller than allowance level(7y), the gained solution will be stopped as tte

compromise soultion,

(3) Sum of Efficient Solution Numbers

Probably there is no satisfied solution according to 7T, 7T; from membership
function sum and the sum of deviation rate, Therefore, to cut down unnecessary
iteration, it should be stopped at a certain point of iteration, Consequently more than
ten efficient solutions gained by iteration are considered as quite a bit comparatively,
and the closest effictent solution among them will be stopped as the compromise
solution,

If stopping rule is applied, the solution will be stopped as finite iteration even
though the accurate iteration is not known,
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3. Development of Interactive Fuzzy Goal Pragramming Algorithm

Step 1. Based on Weighting Algorithm for objective function in previous section,

weights for multiobjective function are decided,

Step 2. Positive ideal solution(PIS) Z# and negative ideal solution(NIS) Z; for each

Step

Step

Step

o

objective function (Z;), and the efficient solution Z; of multiobjective linear
programming(MOLP) are obtained,

These will give solution for more matching objective range of decision
maker’'s range of each goal values, In here, PIS is the best solution that
each objective function(Z;) could obtain under given constraints in MOLP,
In contrast, NIS is the worst solution [SGI 17].

Decision maker decides the range of upper and lower limit of Z7 after
examining PIS, NIS, and the solution of MOLP, Upper limit(Z*) will not
be exceed PIS, and lower limit (Zf) will not be decided less than NIS,
Decision: maker determines the first aspiration level g discussing with
expert analyst that the object function should have a certain minmam
value, g should be decided after examine Z* and Z7, and it is abwiys
less than Z'",

Membership function about goal value(Z;) of which each objective function
could elicit is as follows,

2
pi(27) == 1’_[2_0:_77]

Here, i=1, -+, &
j:l’ R

ZF means the worst pessimistic lower limit of decision maker's point of
view among obtainable goal value(Z/) of each objective function, and .7
means the most optimistic upper limit among Z/ of earch objective
function,

Here, p (ZY) =1, pn(ZF) =0,

Step 6, Link to the piecewise linear continuous function of membership function g,

(Z7y for Z/ given in Step 5.

Step 7. In order to present the membership function between two points of the line,

the membership function of each objective function which have a piecewise
linear concave function is generated as follows,
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. Uy . .
il 2) = 1B ) (7 g 4 (g

gig Z, < Z,U

The Interactive Fuzzy Goal Programming (IFGP ) Model will be established
as follows,

&
Min Z} Widi
s.t, Ax<h
pl L)+ di —dif = p(g)
dir, dif=0
r =0

k
In lez-d,. uy is the weight value for the membership function of each

objective function, and will be given the weight value of each objective
function which decided is Step 1. And the reason of minimizing the
deviation variables d; is that ;,(Z) will be hoped to have greater value
than s{g,) because Z; was limited g:<Z,<Z" in Step 7.

About p.(g), Hannan treated it as assumed membership function, but in
this article, the membership function p.(g) of aspiration level g is buiit
the RHS of constraint,

Step 9. The fuzzy efficient solution is decided,

By the established model in Step 8 the fuzzy efficient solution is decided,
If it is the first efficient solution of repeatedless, then delves the
compromise solution in next Step,

If it is efficient solution delved by more than 2 iteration, then compromise
solution i« obtained by the Stopping Rule,

Stepl0, The compromise solution is obtained,

If the obhtained solution satisfies all membership function /,(g;) that was
presented to decision maker’s first aspiration level g; then it becomes the
comproniise solution and stop,

Otherwise, DM makes new aspiration level g; and go to step 5, where g is
to be reduced as follows

Zz" ]1', 7
gJ:E ﬂ{‘L+ A’/

However ; i%jJ
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| Decide weights by the weighting algorithm
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it
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for objective function
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[ Find the Solution of PIS, NIS, MOLP

Decide the range of objective
function Z(Zf, ZY)

Determine aspiration level g:

Elicit membership function p(Z/) about|

goal value of each objective function

/

Link to the piecewise linear continuous

function of membership function u:(Z7)

/

Generate membership function{u.(Z))

ol each objective function

- \

Isstablish IFGP model

. Y
{ Fuzzy efficient solution

R

- ~ NO
<:/Stopping Rule>—————[()onvert aspiration level g;
\\\ o
~
~ //
\l Yes

i Compromise solution

L

I
C STOP )
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IIi. An Illustrative Example

The following data show that each objective function in fuzzy.
Find compromise solution through interactive method to be close to aspiration level by
using important degree of each objective function as weight and its presented aspiration
level gi=5, &=4, &=3

Max Z=3X+X:+ X;
Max =X, X,+2X;
Max Z=X1+2X,

st 4X+2X+3X:<10
Xi+3X,+2X,<8
X35
X, X2 X200

(1) Find the fuzzy efficient solution
The result found by the first iteration solution of IFGP is as follows,

Table 3-1 The first iteration solution of IFGP
decision (+) deviation (=) deviation objective (7)
variable variable variable function pit L
X,=2,1981 0.2474 0 Z=6.767 w1 (Z) =0, 909 ‘
X,-=0, 4010 0 0 Z,=1.9771 1(2) =0 |
X720, 0000 T {) 0 Z3=3.0001 13( ) =0, 48

As apiration level u(gs)=0.69 is not satisfied, the value of g; should be reduced

and adjusted and it returns to step 5.
The result found by the second iteration solution of IFGP is as follows, (Table 3-2)

Table 3-2 The second iteration solution of IFGP

" (—) deviation

decision (+) deviation objective
variable variable | variable function uilZ)
Xi==1, 3333 I 0.1033 0 Zi=5.8332 w(Z)=0.79 |
X, -0, 8333 0 | 0 7=2.5 1 Z) =021
B Xy:71. 0000 0 [T 0 Z3=3 1s(Zs) = 0. 48
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Find the compromise solution at stage of Stopping Rule because it is efficient
solution found by the second iteration,

(2) Find the compromise solution

It satisfies membership function s (g)=1(0.69, 0.21, 0.48) of aspiration level g
presented newly by the result of (Table 3-2). And this solution is stopped as
compromise solution by Stopping Rule,

FGP applied important degree of each objective function as preemptive priority
while IFGP applied immportant degree of objective function as weights,

It is difficult to have an objective comparison because the range of each objective
function is FGP and that of IFGP are applied differently,

Therefore, for the objective comparison, IFGP algorithm is applied preemptive
priority and objective function range of FGP, The result of applied algorithm is as
(Table 3-3),

As results shown on (Table 3-3), the time required and calculated of CPU was
shorten in the model of algorithm by the use of brief membership function induction of
interpolation while complicated piecewise linear membership function of Charnes and

Cooper required more time in FGP,

Table 3-3 Comparison of FGP with IFGP applied preemptive and range of objective function of
FGP, and IFGP

Fuzzv Goal Programming IFGP applied preemptive |Interactive Fuzzy Goal
priority and range of | Programming
objective function of FGP
Min Moy + Moes -+ Myes Min Mdy + Mods - Mads Min (. 3d +0, 3d +0, 3dy
st s, t. s, t.
m(Z) +er—er =0, 4 () +di —di =0, 4 m () +di —d~ =069
() +es —e5 =03 1ol v ds — s =03 1) +ds —d” =0, 21
() +es —ed =0, 0 1) tdi —di =0, 4 ws () +ds —di” =0, 48
AX 12X +3X210 4X +2X,+3X<10 4X+2X+3X<10
X 43X +2X,-<8 X+ 383X +2X,<8 Xi+3Xo+2X558
X 1h Xy<bh Xy<h
3X 4+ X+ Xy~ i — =5 =0, j=1, 2, 3 =20, j=1, 2, 3

3K XA Xa— i~ =6 diy d =20, i1=1, 2,3 dt, di=0, 11, 2, 3
Xi— Xe4+2Xs b ds - d = ¢
Xi+2Xo+di di 4
o=, =1, 2,4
. di =0, 121, 2, 3,4
el er =0, 11, 2,3 l
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{Table 3-4] shows the result that decision maker’s intention is completely not reflected
in MOLP and aspiration level for decision maker’s satisfaction is pi(Z)=0.4, (Z) -
0.3, us(Z)=0.4, with exception of u3(Z)=0,164, not-aspiration level of membership
function in FGP,

In this algorithm, the preemptive priority of FGP and range of each objectiva
function should be same and the solution under not-interactive condition and that of
FGP come to be same,

Therefore, this algorithm was demonstrated to find solution in simple method,

Table 3-4 Comparison of results with other algorithm

IFGP applied
Fuzzy Goal preemptive priority Interactive Fuzzy
Programming order range of objective| Goal Programming
function of FGP

MOLP

2.5 Xi=0,2 X,=0,71 Xi=1.3333

NI X,=0. 85 X,=0.85 Xo=0.8333

.0 Xy=1.82 X=1.82 Xy= 1, 0000

5 i (4) =104 | 0 (Z) =0, 46 m(Z) =0, 79

i A4 =03 () =0, 44 12 (Z) =0, 21

.5 s () =0.164 | a(Z) = 0.3 pa( Zs) =00, 48 ;
Z=4.8 Z=4.8 Z=5.8332 |
%=3.5 Z=3.5 Z=2.5 1
Zy=2.41 Z=2.41 Z=3 |

However, membership function (%) =0.3 of objective function 7% is beyund
aspiration level p3(Zy) =0. 4 because interactive method was not accepted, The solution
of FGP and IFGP algorithm are same but membership functions are different because
the induction formula is different,

Compromise solution of IFGP algorithm which used the important degree «f
objective function is not satisfied with aspiration level :(7) as a result of the firet
iteration, and it was the second iteration to make =25 which satisfies aspiration
level 1(g)=10,69 g =021, (g =048,

Therefore, the characteristics of this algorithm shortens the required time of CPUJ
because there is few the number of constraints comparing with the existing FGP, .nd
it seems that it reflects in each objective function of decision maker’s satisfaction
degree completely,
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IV. Conclusion

The major findings in this research as characteristics of interactive fuzzy goal
programming could be capsuled as follows :

(1) In the traditional algorithm, the weight of objective function is decided by :he
decision maker’s experience, Howbeit in this research, we decided it by employing the
MRS and local proxy preference in the hope of expressing the importance of objective
function,

(2) In the established algorithm membership function of objective function vas
determined by decision maker's ambiguous experiences, while we presented he
systematic methodology including membership function, because we postula ed
nonlinear in this algorithm,

(3) It was simplified to elicit membership function which introduces the assumpt on
of piecewise linear membership function in which elicits membership functior for
objective function,

(4) The algorithim in this study proposed NIS, PIS and the solution of MOLY for
deciding the range of goals which corresponds to more practical in decision mek ng
under fuzzy environment,

(5) We delved deeper into the decision maker through the interactive approach in
order to grasp compromise solution and suggested stopping rule,

(6) On behalf ol calculating modus, we emploved LP program to grasp weisht
value of objective function, And we utilized the simplex method of goal programnmung
for the interactive fuzzy goal programming,

For the further study we contemplate the following caveats,

(1) To maker easier decision on mass with decision support system,

(ii) To present the objective mathematic model by which we can employ the
diagram of membership function pertaining to nonlinear programming,

(ii) To find out membership function and aggregate operator which might be
applicable to characteristics of fuzzy programming,

{iv) To make it easy to understand the result of solution by using graphics,
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