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SMALL ISOMORPHISMS

BETWEEN FUNCTION SPACES

KIL-WOUNG JUN, YANG-HI LEE AND DONG-SOO SHIN

1. Introduction

For a locally compact Hausdorff set X, we denote by Co(X) the
Banach space of all continuous complex valued functions defined on
X which vanish at infinity, equipped with the usual sup-norm. In
case X is compact, we write C(X) instead of Co(X). A well-known
Banach-Stone theorem states that the function spaces C(X) and C(Y)
are linearly isometric if and only if X and Y are homeomorphic. D.
Amir [1] and M. Cambem [3] independently generalized this .theorem
by proving that if Co(X) and Co(Y) are linearly isomorphic under an
isomorphism T satisfying IITIIIIT-1 1I < 2, then X and Y must also be
homeomorphic.

Amir-Cambem theorem has been generalized to the Banach spaces
of continuous E- valued functions, this is: if T is a linear isomorphism
from Co(X,E) onto Co(Y,E) such that IITIIIIT-1 1I < 1 + E, where the
Banach space E satisfies certain geometric conditions, then X and Y
are homeomorphic [2,4,5]. In this paper we have a generalization of
another version of the Banach-Stone theorem under some geometric
assumptions on the Banach spaces.

2. Preliminaries

We use the standard Banach space terminology. For a Banach space
E we denote by El the closed unit ball of E and by E* the dual
space. An extremely regular subspace A of Co(X) means a closed
subspace such that iffor any Xo E X, any real number E with 0 < E < 1
and any neighborhood V of Xo there is a function f E A such that
1 = IIfll = f(xo) and If(x)1 < to for every x E X\V. Throughout
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this paper, let A and B be extremely regular subspaces of Co(X) and
Co(Y), respectively. Let E, F be Banach spaces. We define

dB-M(E,F)

= inf{IITII II T - I 11 : Tis an isomorphism from E onto F},

and

We denote by A~E the complete injective tensor product of A and
E. Co(X)~E can be naturally identified with Co(X, E) and Co(X, E)
as a subspace of Co(X x En or Co(X Q9 En, where Et is taken with
the weak * topology. For an f E Co(X, E) the obvious element of
Co(X x En which corressponds to f is denoted by the same symbol
and so

e*(j(x» = f(x, e*) for x E X, e* E Er.

A net (j'Yher in A~E (respectively A) peaks at a point (x, e) E X X El
(at x E X) means that if IIf'YlI--+ 1,lIfix) - ell --+ 0 (respectively
Ifix) -11--+ 0) and IIf'Y(·)II--+ 0 uniformly off any neighborhood of x.

For F E (A®E)*, J.L f'V F means that J.L is a Borel measure on X x Er
which is a norm preserving extension of F to Co(X x Et).

The following propositions are seen in [5].

PROPOSITION 2.1. Assume J.L I'V F E (A~E)*. Tben for any x EX

tbere is an e* E E* sucb tbat J.L1{x}XEi I'V bx Q9 e*.

PROPOSITION 2.2. Assume FE (A®E)*, JLi I'V F and J.Lil{x}XEi I'V

bx x ei, i = 1,2. Tben ei = ei.

PROPOSITION 2.3. Assume tbat J.L I'V F and tbat X o is a Bore1
subset of X. Tben
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where the norm is taken in (A0E)*.

Let T : A0E - B0F be a linear map such that 11111 ~ liTIII for
I E A0E and IITII < 1 + E. We fix e E BEl and denote by Te the map
from A into B(/!)F defined by Te(J) = T(J ® e) for lEA. Evidently
Te is norm non-decreasing and IITell ~ IITII. Let M be such that

(
1 - E+ IITII 1 + E) M 1

max 2 ' A(F) < <.

For any x E X we put

Sx,e = {y E Y: 31* E BFtIT;(6,,®I*)({x})I2: M},

Sx,e = {y E Y : 31* E F I* "If E AII*(Te(f)(y)) - f(x)1 ~ Ellfll},

Sx = {y E Y : 31* E BFtIlT*(6" ® !*)I{x}XEi 112: M}.

For any sequence (fn)':=l from A which peaks at x we put

An,e = {y 0!* E Y ® Ft: ITefn(Y ® 1*)12: M},

Ax,e = {y E Y : 31* EFt 3(Jn)':=1 cA

peaking at x with y 0 1* E Aoo,e}.

The following Lemmas 2.4 and 2.5 are seen in [5].

LEMMA 2.4. "Ix EX, Ax,e -:j:. 0.
LEMMA 2.5. "Ix EX, A x e = Sx e., ,

LEMMA 2.6. H Xl i= x2 E X then SXi,ei n SXi,e2 = 0 for any
e}, e2 E BEl.

Proof· Assume SXi,et n SXi,e2 = 0. Then there are Yo E Y and
sequences (J~)~l' (f~)':=l in A peaking at Xl and X2, respectively,
such that

(1) IIT(f~ ® ei)(yo)1I 2: M for n E N, i = 1,2.

We have limn IIf~ ® el + Af~ ® e211 = 1 for IAI = 1 and

(2) limsup IIT(f~ ® el)(YO) + AT(f~ ® e2)(yo)1I ~ IITII < 1 + E.
n

By (1) and (2) we get A(F) ~ (1 + E)/M, which contradicts the defini­
tion of M.
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LEMMA 2.7. For any x EX, Sx = UeEoE1Sx,e.

Proof Choose y E Sx. Then there is an f* E 8Fi such that IIT*(Oy®
f*)I{x}XEi 11 ~ M. By the Propositions 2.1 and 2.2 there is an e* E
E* such that IIT*(oy ® f*)I{x}XEi 11 = 1I0x ® e*1I ~ M and there is
an e E 8El such that e*(e) ~ M. Let (fn)~l in A be peaking at
x such that 1 = Ifn(x)l. Then limn IT*(oy ® f*)(fn @ e)l ~ M and
IT:(oy ® f*)({x})\ ~ M. Therefore y E Sx,e'

Conversely if y E Sx,e then there is an f* E 8Fi such that ITe*(Oy @

f*)({x})1 ~ M. Since IIT *(Oy ® f*)I{x}XEt 11 = 1I0x @ e*lI, for any se­
quence (fn)~=l in A which is peaking at x we get

M::; lim IT:(oy ® f*)(fn)1
n

= limIT*(oy ® f*)(fn@e)1
n

= lim lI(ox ® e*)(fn ® e)1I
n

= IIT *(oy ® f*)I{x}XEi 11·

Therefore y E Sx. This completes the proof.

LEMMA 2.8. H Xl i= x2 E X then SXl n SX2 = 0.

Proof. Apply Lemma 2.6 and LeIIlffi~ 2.7.

LEMMA 2.9. For any x E X and f E A®E which satisfy IIf( x)1I i= 0,
we have

(3) IITf(x)1I ~ IIf(x)lI- €lIfll, yE Sx,e, where e = f(x)/lIf(x)lI·

Proof. For any x E X and for f E A®E, let e = f(x)/lIf(x)1I and

y E Sx,e C Sx where e = 1l~~:~II. Let (fn)~=l in A be peaking at x such
that 1 = Ifn(x)1 and let f* E 8Fi be given by the definition of Sx,e.
This means

T*(by ® f*) f'J >.ox @ e* +.6.p E Co(X x E;)*,

where 1>'1 ~ M and l.6.pl({x} x E;) =0, lIe*1I = 1,

T:(by ® f*) f'J >.ox + .6.p' E Co(X)*,

where 1>'1 ~ M and l.6.p'l({x}) =0.
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Multiplying f* by a suitable scalar of modulus one we can assume
that ,\ is a positive real number. Since I~JlI( {x} x E;) = 0 we get that
limn I~JlI(Jn 01If(x)lIe) = 0 and by Proposition 2.3 and the definition
of M we get

lim IJ*(T(J - fn 0I1f(x)lIe)(y))1
n

~ lim l'\e*«(J - fn 0I1f(x)lI e)(x))1
n

(4) + lim I~Jl(J - fn 0I1f(x)lIe)1
n

~1I~JlI"lfll + lim I~Jl(Jn 0I1f(x)lI e)1
n

=1I~JlI"lfll

~(IITII- '\)lIfll·

Since ~Jl'({X}) = 0, we know that limn ~Jl'(Jn) = 0 and

lim 1J*(T(Jn 0I1f(x)lI e)(y)) -1I/(x)1I1
n

= lim ITe*(8y 0 J*)II(II(J(x)lI/n) -lIf(x)'"
n

(5) ~ lim 1'\lIf(x)lIfn(x) -lIf(x)1I1 + lim I~Jl'(lIf(x)lIfn)1
n n

= lim IIf(x)III'\fn(x) - 1/ + lim IIf(x)III~Jl'(Jn)/
n n

~ (lIf(x)III'\ - 1)1·

BY (4) and (5)

1J*(Tf(y)) -1I/(x)1I1
~ lim IJ*(T(J - fn 0I1f(x)lIe)(y))1

n

+ lim 1J*(T(Jn 0I1f(x)lIe)(y)) - IIf(x)1I1
n

~ IIfll(l,\ - 11 + IITII - ,\)
~ IIfll(IITII + (1 - 2M))

= IIfll(IITII - 1 + 2(1 - M))

~ ell/ll·

Therefore IITf(y)1I ? IIf(x)lI- ellfll·
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3. Results

THEOREM 3.1. Let X be a locally compact metric space, Y a lo­
cally compact HausdorfI space and A, B extremely regular subspaces
of Co(X) and Co(Y), respectively. Let E, F be Banach spaces and
let T : A0E -+ B0F be a linear map such that IIfll ::::; IITfll for
f E A0E and IITII < 1+ f < ..\(F). Then there is a subset YoofY and
a continuous surjective map <p : Yo -+ X such that for any x E X and
fEA0E

(*) sup II T f(Y)1I ~ IIf(x)lI- lOlIfll·
yEt/>-l({x})

Proof. We define a function <p : UxEXSx C Y -+ X by <p(y) = x if
yE Sx. By Lemma 2.8 <p is well defined, by Lemmas 2.4, 2.5 and 2.7 <p
is surjective and by Lemma 2.9 <p satisfies (*). It remains to prove that
<p is continuous. Assuming the contrary there are X n E X, Yn E Y and
an open neighborhood V of Xo such that Yn E SXn -+ y~Sxo and X n E
X\V for all n E N. Fix 8> o. Since Yo E Sxo = UeE8E1 Sx,e there is an
hE A and an eo E8E1 such that IIhll ::::; 1 +8,h(xo) = 1, Ih(x)1 ::::; 8
for x E X\V and IITeoh(Yo)\1 > M - 8. Next since Teofl is norm
continuous and Yn -+ Yo there is an no EN such that IITeofl(Yno)1I >
M - 8. Since Yno E SXno = Uee8ElSXno,e there is an h E A and an
eno E 8E1 such that 111211 ::; 1 + 8,h(xno ) = 1,lh(x)! ::; 8 for x E V
and IITenoh(Yno)1I > M - 6. We have

and

Hence, since 8 is an arbitrary positive number we get ..\(F) ::; (l+lO)/M,
which contradicts the definition of M and so ends the proof.

To prove Theorem 3.3 we need the following lemma, which is due
to K.Jarosz [5J.



Small Isomorphisms Between Function Spaces 463

LEMMA 3.2. Let X, Y be locally compact spaces and E, F Banach
spaces and T : Co(X, E) --+ B®F a linear map such that 11/11 ~

IITIII,IITII < 1 + f < 4/(2 + p,(F*)). Then for any e E vEt, there
is a subset Ye of Y and a continuous surjective map 4>e : Ye --+ X such
that

1/;(T(f 0 e)(y» - 10 4>e(y)1 ~ flllll, lE Co(X),

where Ye 3 Y --+ I; is a map from Ye into vJ;,Ye = UxExSx,e and
4>e(Y) = X if yE Sx,e.

THEOREM 3.3. Let X be a locally compact space, Y a locally com­
pact metric space, B an extremely regular subspace of Co(Y), E, F
Banach spaces and T : Co(X, E) --+ B®F a surjective isomorphism
such that IITII < 1 + f < min(~(E), H,:(F.» and liT-Ill ~ 1. Then
there is a homeomorphism 4> from Y onto X.

Proof. We consider two possibilities:
(i) max(dimE, dimF» 1,
(Ii) dimE = dimF = 1.
Assuming (i) we have l+f < min(~(E), HP(F.» ~ V2. By Lemma

3.2, if e E VEl there is a surjective map 1/Je : Ye --+ X defined by
1/Je(Y) = X if y E Sx,e where Ye = UxExSx,e. By Theorem 3.1 for
T' = IITIIT-I in place of T, we get a subset X o in X and a continuous
map 4> : X o --+ Y such that 4>(x) = y if x E Sy. Since 4> is continuous
we can extend 4>: X o --+ Y to ~: X o --+ Y. Let x E X,e E VEl and let
a net (f-y) in Co(X) be peaking at x with 1 = 1I/-y(x)lI. By Lemma 3.2,
there is a Yo E Sx,e = 1/J;l({x}) such that

(6) II(T(f-y 0 e)(yo)) 11 ~ 1I(f-y 0 e)(x)lI- fll/-y 0 ell·

By Lemma 2.9, for each I there exists x-y E SYo such that

(7) IITIII'(f-y 0 e)(x-y)1I ~ IIT(f-y 0 e)(Yo)lI- fIlT(f-y 0 e)lI·

By (6) and (7) we get

IITIIII(f-y 0 e)(x-y)1I ~ 1I(f-y 0 e)(x)lI- fll/-y 0 ell- fIlT(f-y 0 e)lI·

Since II/-yll --+ 1, we get lim-y IITIIII(f-y 0 e)(x-y) 11 ~ 1 - f(2 + f) > 1 ­
(V2-1)( V2+ 1) = O. Hence we get x-y --+ x and so 1/Je 0 ~(x) = x. Since
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x is an arbitrary element of X, we have Xo= X so .,pe 0 4>(x) = Idx(x).
Therefore S, is a one-point set for all y in 1': Therefore 4> : X ~ Y
is bijective and .,pe : Y ~ X is bijective. Since.,pe is continuous by
Lemma 3.2 and 4> is continuous by Theorem 3.1, 4> : X ~ Y is a
homeomorphism.

Assuming (ii) we have € < 1 and by Lemma 3.2

(8) 1€(y)T(f)(y) - 1 0 4>(y)1 :5 €1I/11 for1 E Co(X),
where 1€(y)1 :5 1 for yE Yo. By the symmentry arguments and Theorem
3.1 we have also

(9) Il(x)IITIIT-1(g)(x) - 9 0 .,p(x)1 :5 €lIgl1 for 9 E B,

where 1e'(x)1 = 1. Let xO,YO,Xl be such that 4>(yo) = Xo and .,p(Xl) =
Yo. By (8) and (9) we get

I/(xo) - €(yo)€'(xl)IIT II/(xl)/ :5 €(1I/11 + 1€(yo)IIITIII), 1 E Co(X).
By the regularity of A we get Xo = Xl, and hence 4> is a homemorphism.
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