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Confidence Intervals in Three-Factor Nested
Variance Component Model
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ABSTRACT

In the three-factor nested variance component model with equal
numbers in the cells given by yijxm = p + Ai + Bij + Cijk + €ijkm,
the exact confidence intervals of the variance component of ai, af;, aé,
02, 0% /02, 0} /02, 0% /02, 0% /0%, 0} /0% and 0% /0% are not found out
yet.

In this paper approximate lower and upper confidence intervals are
presented.

1. INTRODUCTION

Consider the three-factor nested variance component model given by
Yijkm = B + A; + Bij + Cijik + €ijkm, (1.1)

v=1,2,..,1,;=1,2,...,J,k=1,2,.,.K,m=1,2,... M.
The A;, B;;, Ci;x and €;jkm are independent unobservable random variables and
A; ~ N(0>0};)7 Bt'j ~ N(Oa afi)’ Cijk ~ N(O’Gé)a €ijkm ~ N(O,a?), pis

! Department of Mathematics, Dong-A University, Pusan, 604-714, Korea.



40 Kwan-Joong Kang

an unknown parameter, and the y;;x, are observable random variables. An
analysis of variance for this model is displayed in Graybill(1976).

The problem of confidence intervals on linear combinations of more than
two variances is suggested by Smith(1936). Satterthwaite(1946) studied and
expanded the method and the result of his studies has been known as ”Sat-
terthwaite procedure.”

Lately, the procedure has been widely used and developed by many authors.
Especially, Howe(1974), Leiva and Graybill(1986) got a good approximation.
The precisions of confidence interval are satisfactory, but it is the result mostly
found out in one or two factor model.

The purpose of this paper is to use and expand the approximation in three
factor and determine 1 — a lower and upper confidence intervals on 0%,0%, 02,
o? of (1.1) in three-factor. There is no method availiable for setting exact
1 — o confidence intervals on the ratio of these, so by using this approximate
1—a confidence intervals and the precisions will be treated in chapter 2,3 and 4.

2. CONFIDENCE INTERVALS

2.1. The confidence intervals on o2

The ANOVA table of (1.1) is as follows;

( Source D.F. S.S. M.S. EMS\
Total I1JKM LEETY ko
Mean 1 v}/ IJKM
FactorA n LEEE(%i. —9..)° S} 0,
Buwithin A Ny LEEE(§ij. — Fi.)? 53 02
CwithinB,A ns  SESS(§ije — 5i.)2 S 03
Error ng LYY (Yijkm — Tijr.)? S3 04 )

where ny = I —1, no =I(J —1), ng=I1J(K — 1), ng=IJK(M — 1),

0, = 0o 4+ Mo+ KMo+ JKMo%, 0, = 02+ Moi+ KMo}, 03 = 02+ Mok,
64 = o>. The upper a probability point of Snedecor’s F distribution and chi-
square distribution are denoted by F, and x?2, respectively.

) 1452 52 z .
Since ;24 = x2,, P[0_4 < Xoima _ Fonioo)l =1 — a, we get an exact 1 -«
€ 1 T4
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lower(L) and upper(U) confidence limit on ¢? as follows;

S S

L= , U= , where a; +a;=a. (2.1)
FO’I;”! 100 Fl—ag;'ru ,00
2.2. The confidence intervals on aé.
S2 52 n3S?
Since,n33 1393 P[ <o?+4+ Mok < I3 ]=1-

03 o2+ Mo} Xne» 2 i }—azins

o, when 02 = 0, an exact 1 — a lower(L) and upper(U) confidence limit on o2
€ P C

are as follows;

S3 52
MFy, mooo’ U= MFrmos where o + a; = a. (2.2.1)

L =

When o2 # 0, we can use the method of Graybill, and thus we get 1 — «
lower(L) and upper(U) confidence limit on o2 as follows;

2 2
n3SS — n3S4F1—0!2;ﬂa,n4
2
MXl—az;ns

2 2
n3S3 - n3S4F01;ﬂ3,ﬂ4

L =
M3 ins

, U=

N a1+a2=a.

(2.2.2)
On another hand, as in Howe(1974), we can use Cornish-Fisher modification
expansion. Now, 1 — « lower(L) and upper(U) confidence limits on o are as
follows;

I W ey _ 2¢Q4
L= (85— 5110~ 0)s,
+{(Fa1;na,n4 - 1) ) 52
_Fglynaﬂu(l - °1 ng,ny )2}54]5) lf § > Fal in3,nes
= 0’ lf E%' S Fal,ns,nu

U = 3151 = St (rts — 1S4
+{(1 Fl—az;ns,n4)2

2 1 21 o471k ¢ S2
Fl —ag;ing "4(Fl—ag;n3,oo - 1) }54]2a if E%' > Fl—az;‘na,nu
= 0, if 2 < Fl—a2;ﬂ3yﬂ47

(2.2.3)
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where a; + a3 = a.

2.3. The confidence intervals on o3.
S? 52 nyS2
297 = x2,, and thus P[n22 o2 + Mok + KMo% < 2
02 a1;n2 Xl —a2in2
we get 1 — a lower(L) and upper(U) confidence limit on o} as follows;

Since ]=1-a,

2 2
1255 — 1253 F1—apin;

KMX%—az;ng

2 2
n2S2 — n2S3F011;ﬂ2,n3
2
KMx2 ..,

L= ’ U= , ptag = a. (231)

Using Howe’s method, 1 — a lower(L) and upper(U) confidence limits on
o} are as follows;

— 1 rq2 _ 4
L = (S-St 10— Vst
+{(Fax;n2y7ts - 1) o
—Fgl,nz,ns( - °'1 ny, 00)2}54] ) lf ?z%- > Fa1,n2,n37
= O’ if Eé' S F a1;n2,139

U = gu(S3-S3+(Fomm 'S
+{(1 - Fi- —ozing ﬂ3)2

Yy (R — DIS81E), i

= 0, if

(2.3.2)

where a3 + a3 = a.

2.4. The confidence intervals on o}.

n1512

6

= Xﬁl ,and thus

Y,
Pl gy < e

Wi-eam = (531 Mo% + KMo} TKMa%) ~ S Xenie
lower(L) and upper(U) confidence limit on ¢ as follows;

Since

]=1-—a,weget l—a
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2 2 2 2
n157 = 11853 Foyingna U = n157 — 1S3 Fi_aging na

L =
JKMXgI n ’ JKMX%—GQ ni ’

o) + ag = a.

(2.4.1)
Using Howe’s method, 1 — a lower(L) and upper(U) limit on 0% are as
follows;

L = J;M(Sz 52 —[(1 - y— m)QS“
HFoumam =1
R )N8R, H > Fapnm,
= 0, if %f& < Forinings
U = 8m(St— 83 + (s — 1St
+{( Fl azyﬂhﬂz)z
~Fiagmm (s — DISIR), i > Py,
= 0, if gi < Fi_aginimgs

where ay + a3 = a.

3. The CONFIDENCE INTERVALS ON THE RATIO
OF VARIANCES

3.1 Confidence Intervals on ¢%/02.

Since ¥...., 57,53, 52 and S} are complete sufficient statistics for this prob-
lem, the upper confidence interval (see Wang,Graybill(1981)) should be a func-
tion of them. Using the ANOVA table, (6, — 02)/04 JKMa?/o?, and thus
an upper confidence interval on (6, — 8,)/0, is equivalent to an upper confi-
dence interval on 0% /0?.  Let 8 = (S? — S$2)/52, then the mean and variance
of 8 are as follows;
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~ 2
E(6) = E(-‘—ﬁs ) = 4—1’22,95)3;2.
A _ 2n24 2n262 2n2 0 )
Var(H) - Va’l"(—“?—z) - 111(11442)202 + 112(7&4—2)202 + (n4-—4)(n4-—2)2(§t - 5%)2

+ 4'n. 62 + 41'1,402
nl(n4 —4)(11.4 2)292 11.2(714 —4)(7!.4 2)292

If we replace §; by its UMVU estimators and denote the resulting Var(f)
by Var(9),

o _ St 5 51 22
Var(0) = c1 54 53 T erog A + (s 352 04‘5?) ;

where ¢;, ¢, 3 and ¢4 are appropriate constants which are function of n;,n,
and n4. So a large sample lower confidence point of (6, — 03)/04 is

b— NAVar(®)): = 5 - N{cl—%+62—%+(63—% 64—%) }2

:%[% — Na {Cl(g%) +et (nglr — c1)?}7]
’s2
= () =P
S 53
Therefore in general we require the lower confidence point h(=% 7k 2) of
9, — 0 S; St
“17—2 to be of the form S2q( 52) where ¢(.) is the function to be determined.

(a) When the hypothesis Ho : 64 = 0 vs Hy : 04 > 0 is accepted for a
size « test the confidence interval should include zero, and when Hj is re-

jected, h( S:, g‘;) should be an increasing function of g: To test Hp : 0% =
0 vs H, : 02 > 0 the hypothesis Hp is accepted if and only if %Z— < Foingpna-
This test is uniformly most powerful unbiased. Thus h(iz, ﬁi) 0 when
%% < Fyingna- h(S2 gZ) > 0 and increasing in %:— when —:g,; > Fyunym,- And
using the results of ) q(S ) = 0 when %; < Foinyma- 4 Sz) > 0 and increasing
in §2-:- when E; > Fony o

(b) When J — oo, then ng,ny — oo, and if ny,ny — 0o, then S7 — 6, and
52 — 0,4 in probability. Therfore
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2 2 2
P < ol = 1= PSS Faoe] = Pl — <] = 1 -0,
3401 ' Y 4 ainy 00
a,ndwegetP[ ( 1)<01&02]=1—a.1ncaseof.]—roo
2 S%F asng 00 - 04 ’
S? 512 S? S? S?
= 21 p 1y = 1 .00-
US3) = o 1 57 < Fomer dlgg) =0 iigy > oo
(c) If 6% — 00o(S; — 6,) then P[ 2( 5 ) < —] =1-— a, and exist [
S2Fa sn1,M4e 04
such that
S? S? S?
q(S:) m{l + l(-S—:z)}, where l( ) — 00 as S_:z — 00.

2

Any function g(—=%) satisfying these conditions will give an exact coefficient in
y 52 g g
2

0 0
the three limiting cases bl =1, -0—1- — o0 and J — oo.
2 2
Thus the simplest function satisfying those conditions is the linear func-

. 52 S?
tion; q(S—lz) =ay—== 32 + b,.
2

From the condition (c), @; = 1/Fy.n, n,- And from condition (a),

52 Fa;n;,‘n
q('S_:z) = q(Fainina) = ET; +b=0 andb =-

Fa;"l 112
Fa;nl N4

Thus, the 1 — a lower(L) confidence limit on 0% /o? is as follows:

_ 52 52 Fang ,ng . 52
L - JKMS}(SgFa;lnl,ng - Fa;nl,n4 )’ lf % > Fa;nl’nz’
. S
= Oa if —s'é‘ < Fa;ﬂxmz' (3.1.1)

Note that L = 0 if and only if the a test of Hp : 0% = 0 is accepted. Also

2
P[L=0]= [S1 < Fonymg) <1—a, P[L=0]=1—a if and only if 6 =0.
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0, —02]
6, ~

P

< F(SE 53,50 = 1= PUA(SE 53,5 <

therefore the upper limit of the lower confidence interval can be obtained by
the use of the confidence coefficient « in the lower limit of the upper confidence
interval discussed in 3.1.1. First consider

2 2
Q(i) _ Sl _ Fl-a;nl,ﬂz
2/ 7 Q2 *
52 SzFl—a;nl,ru Fl—-a;nl,ru

From this ¢(.), the 1 — o upper(U) confidence limit on 0% /0? is as follows;

52 Fl—a‘n n : 52
— 2 1 —_ )n].N2
U = JKMS? (SgFl_a;,.1 4 Fi_ainyn, )’ if E‘%’ > Fl—a;m,nz’

. S
— 0, lf gé‘ S Fl—a;nl,nz' (312)

Note that U = 0 if and only if the 1 — « level test of Hy : 0% = 0 is accepted.
Also P[U =0] < ¢ and P[U = 0] = a.

S? 1 S? S2
On another hand, now let Q(ﬁ) = {al(gi) + b + cl?}-
2 2 1

Fa;nl M4

From condition (c) of 3.1.1, a; = 1. And from condition (b) of 3.1.1,

by = b1(ny,00,00) = —Fn 00, €1 = ¢1{ny,00,00) =0.

From condition (a) of 3.1.1, ¢; = —Fonymy (Fasnyny + 01). Let b1(ny,ng,ny) =
—Fan, 00 for all ngy and ny, then ¢; = Fony ny (Faing 00 — Fasngma ),

- N B
e q(:g—%) - Fa;mma [S_%

Thus a 1 — a lower(L) confidence limit on ¢ /o? is as follows;

52
St

- Fa;m,oo + Fa;nl n2 (Fa;nl,oo - Fa;m,nz) ]

L = a2 [J_F

= JKMSiFangn, [52" an1,00
52
S

+Fa;n1,n2 (Fa;nl 00 Fa;nl,ng)_%’], lf

1

SR

> Fa;nl M2

2

..<_ Fa;nl yna -

n

= 0, if

N

(3.1.3)

In the lower confidence interval on 6% /02(3.1.3), replace a with 1 —a, the 1 —«
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upper(U) confidence limit on 0% /o7 is as follows;
S2
U = JRMSTFamm
S2
[Eg - Fl—a;nl,oo
2 .

+Fl—a;n1 n2 (Fl—a;m,oo - Fl—a;nl.nz)g%], if _%' > Fi_o in1,m2)

= 0, lf % < Fl -GNy ,n2

(3.1.4)

3.2. The confidence intervals on o} /0?.

From (0,—03)/64 = KMo%/o?, similar to that of (3.1.3), the 1—ca lower(L)
and upper(U) confidence limit are as follows;

= §2Fal ina, ,,‘[ Foyinas0

52 . s2?
+Fa1;n2’n3(Fa1'n2'°° - al;"@ﬁ'ﬁ)ﬁ;], lf gg‘ > Fal na2,ni3y
= 0, i % < Fayinams,
S2
U = 54!171_02;"2,"4 [3'% Fl —Q2;,n2,00
. s2
+Fl—a2;n2’"3(Fl—°‘2;"2’°° Fl_“2v"‘2v"3)_§']’ if Eg' > Fl—az;nz.nsa
= 0, T R —

(3.2)
where a; + a3 = a.

3.3. The confidence intervals on ¢ /o2

2 2/p
Since % = E&g_ag =1+ Jliac and thus P[g‘;;; < Fymsm =1—¢,
4 € € 4/V4
e get S2 Mol S2
s U0 - pl—(—3 <%1=1-
P[SzFa;ng,‘nq o 1 + 2 ] P[ (S2F agng,ny 1) ] 1 &
S2/05

3 _ ) s2 _
P[Fl—a;ns,m S 52/04] =1- «, and thus P[@f S M] =1- o, we
get
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1 L S3
o? ~ M S3Fi—aina,na
Therefore, the 1 — a lower(L) and upper(U) confidence limits on 02 /0? are as
follows;

P[ -D]=1-a.

S2 . S2
L m‘m—l, if §%‘> Foq nanes
= 0, if : SFoqnsnn
4
S2 . S2
U = m — 1, lf g%’ > Fl—ag;na,nu
e S
= 0, if fq‘% < Fl—-az;ﬂaynu (33)
where a; + a2 = .
3.4. The confidence intervals on 0% /0%.
0,86 Jo?
From the ANOVA table 2 = 02‘4, and thus a confidence inter-
02 - 03 O'B
01 - 0 0'2
val on is equvalent to a confidence interval on —%. The lower con-
2 — U3 o}

fidence is a functlon of 512,5'2 and S2. Thus, we say f(S%,S52,52) such that
PIF(SE 53, 50) < 00

1 — a. This probability is a funct1on of 0% /0%, 0% /0% two unknown parameters
which vary from zero to infinity. Let f(S?,532.,53) be q(S2/S53,S2/S2). To de-
termine the function of ¢(S?/S2,52/S2) the following conditions are imposed.

§2/52 — 1

] is approximately a specified confidence coefficient

6,—0, 0,/8,—1

Since the MLE of 80, 1—16,0, is of the form 1———5——3?—/?%’ we require
2 2
¢(..) to be monotone increasing function of S—; and -—%, respectively. From
2 2
01—02 JO’% 91/02—]. . 01—02 01
= = f 6;=0, th —=—=—1 d
02 — 03 0'%; 1-— 03/02, ! 3 ’ en 92 et 93 02 an
S? 0 S? 6,

1< ——1]=Plm=+—-1<

pl—>21r —1_
[‘5,%14_:1;”1’"2 %, F,, . S - 03] 1 — . Thus the
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lower(L) limit of the upper confidence interval on 0% /6% is L = _(WJ_ 1).

When J — oo, it follows that S7 — 6, and S2 — 65 in probability, and also
2
(S3 — S3) — (82 — 65) in probability. From P|

<4|=1-a, we get

oy ,00

S? — 82 Foiny 00
P[Fa in1,00 a 52 < 01 - 02] B P[ Fa;m,oo , < 01 a 02] =l-e

Next dividing the left and right hand sides respectively by the equivalent
expressions S — S7 and 8, — 05 (we assume that 8, > 65,52 > S2) and we
obtain

SgFa iny,00 01 - 02
3 <
P[(52 )Fa;nl,oo - 02 - 03

|]=1-ec.

If 0% # 0, and if the hypothesis Hy : 0% = 0 is accepted for a size « test, the

2 should include zero.

confidence interval on

02—03

For testing Hp : 0% = 0 vs H, : 0% > 0 the hypothesis Hy is accepted if and
2 2
only if -§—2 < Fynyny- Thus we require q(:;, gi) = 0 when % < Famyms
52 52 52
(5,2, 52) > 0 when ? > Fynymy-

The simplest function satisfying those conditions is a function given by

s2
—F,.
52 52 5~ Fainying . 52 52
q(§é', E,%) = S2F12_a;,, " ’ if 32' > Fi-ajns g §é’ > Fominas
(1-20mnnay g
2
. S2 s?
= 0, if §2’ > Fi—aing,ngs '5"? Foingna-
S2 o2
If 52 < Fi_a;ny,ns, We assume that no confidence interval exists for ——‘21, i.e. the
o
B

1 — « level test of Hp;0% = 0 is accepted. From this a 1 — o upper confidence
2 2
interval on gﬁ} is P[L < U—‘;], where

O'B O'B
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52

_’g’i“Fﬂl'"l n2 2 2
’ » . S S
_ 2
L - SzFl—a ing na lf g% > Fl—az;n2,n3, gb. > Fal;ﬂl,nga
JFqn - (1__.3__3-_2'_3.) 3 2
aj;nyne 52
=0 if %> H S <F.
- ) 1 '§§’ > 1—a2;n2,n3? gé' = L ai;ni1,n2
(3.4.1)
where a7 + a3 = a.
SZ
If —g < Fi_uzinyms, then L does not exist.
3

Further the upper(U) limit of the lower confidence interval on ok /o% is
obtained from the expression L in (3.4.1) by replacing a with 1 —a and 1 —«
with « in the tabulated F's. That is, P[o% /0% < U], where

5-2
-%‘Fl—ag;nl,ng 52 52
U = 2 ZFayingma <’ if 32' > Foyinains) §2’ > Fi—agimy e
JFl—az;nl,nQ(l_—L—s%-_)
. S2 S2
= 0, lf é’ > Fal;ng,na, gé' S Fl-—az;nl,nz)

(3.4.2)
where oy + a3 = a.

When J — 00,05 = 0,U is exactly equal to 1 — a. If % < F,,inyms, then
U do not exist.

3.5. The confidence intervals on o0}/0%.

Since (0, — 05)/(05 — 0,4) = Ko%/a%, similar to that of chapter 3.4, the
1 — a lower(L) and upper(U) confidence limits on 0% /0% is as follows;

52
_%_Fa iNg,n.
S 172,73 . 52 52
L - : 5% ) lf 3% > Fl_az;"31n4’ 53- > Fa];nq,ns,
KFaying,n3 (1—§§‘Fl—a2;n3,n4) 4 3
3
. S2 S2
= 0, lf g% > Fl_a2§n31n4’ gé- S Fal;ng,nsg

(3.5.1)
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2

—'Fl—o ;N0 "M
3 2in2/m3 . S2 s2
U = 2 = s i F > Foymano 8 > Ficagingng
KFl_az;",‘)’na(l—gi‘Fal;na,n‘) 4 3
3
- 0 if 3>F S <F
= 0, i 5% > Lajingngs §§‘ = M-aj;na,nas

(3.5.2)

where a; + a; = a.

S2
If 5—2 < Fi_aginsm, and g% < Fuyinane, then both L and U do not exists.
4
3.6. The confidence interval on o2 /o2.

01 —02 _ JKMG'E;

. _ Mo?
Since = and %8 = Z5C we get
04 0'? t oe
s? 6 -53 )
< 01 — _92) _— —
P[S4Fa;n1 neg 04] P[S4F1—a;n2,n4 S 04] 1 a,

9 s3
Pt e ~l = Pl sl = 1-«

54 Lo} —ainy,ny

- ) 0,— 90 JKd&% .
The lower limit of the upper confidence interval on — 2 = 5 A is
03 - 04 (ors]
s 53
SzFa;n RO - SzFl—a;n R 01 - 02 Sg
P[ 4 1 452 1 2 5, = 04] =1—- a,S—z > Fl-—a;ns,m-

34 Fl—a;n3,n4 - 1

2
Similarly, the upper limit of the lower confidence interval on ﬂa{!ﬂd is
c

st - _ 5
P[01 - 02 SEF1—a;n1,n4 S?Fa;n2,n4 ] — 1 —o.
03 e 04 - __!_ﬂsz_ -1
S{Fa;na,ng

Therefore, 1 — o lower(L) and upper(U) confidence limit on 6% /c% are as

fOllOWS;
52 53 S
SZ2Faiing,n SZP o, M 3
i 1:n1,n4¢ 4" 1—aging,ny -
L - if —5'34 > R azing,ngs (3.6.1)

b
JK -1
( 34 Fl—ag;na,n4 )
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s 53
S2F)_ o T S2Faq;n,, . S2
U = 42 22itne ., 4 2172 if & > Fal;ns,'ru‘
) (O — Sy 3.6.2
S Faying,nyg
s2 sz

If

< Fi_ayinsmes = < Fayingme» @1 + @2 = @, then L and U do not exist.

5% ST
4. DISCUSSION

In this chapter, I would like to discuss these precisions.

i) The confidence interval (2.1) on ¢? and the confidence interval (2.2.1) on
0% are quite accurate.
ii) The method of Graybill approximation was used in finding out the confi-
dence interval (2.2.2) on ¢Z , the confidence interval (2.3.1) on 0% and the
confidence interval (2.4.1) on 4. The precisions of his confidence intervals are
not so good. Therefore the precisions of the above-mentioned intervals will be
similar to those of Graybill.
ii1) The method of Howe approximation was used in finding out the confidence
interval (2.2.3) on o2, the confidence interval (2.3.2) on o} and the confidence
interval (2.4.2) on 04. When 1 — o = 0.95, the precisions of the confidence
intervals L and U lie between 0.948-0.950 and 0.939-0.950 respectively. Ac-
cordingly the precisions of the above-mentioned intervals will be similer to
those of his. The confidence intervals of iii) are better than those of ii).
iv) Tukey-Williams approximation was used in finding out the confidence in-
terval (3.1.2) on 04/02. When 1 — a = 0.90 and 0.95, the precisions of the
confidence intervals lie between 0.9000-0.9241 and 0.9500-0.9681 respectively.
So, the precisions of the above mentioned intervals will be similar to those of
his.
v) Wang and Graybill approximation was used in finding out the confidence
interval (3.1.3) and (3.1.4) on ¢%/0?. When 1 — o = 0.90 and 0.95, the pre-
cisions of the confidence intervals lie between 0.9000-0.9115 and 0.950-0.959
respectively. So, the precisions of the above mentioned intervals will be simi-
lar to those of his. The confidence intervals of v) is better than those of iv).
vi) Wang and Graybill approximation was used in finding out the confidence
interval (3.2) on 0%/0?, the confidence interval (3.3) on 0%/0?, the confi-
dence interval (3.4.1),(3.4.2) on 0%/d%, the confidence interval (3.5.1),(3.5.2)
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on 0% /0% and the confidence interval (3.6.1), (3.6.2) on 0% /0. So, the preci-
sions of the above mentioned intervals are similar to those of v).
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