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Phoneme Classification using the Modified LVQ2 Algorithm

THALVQ2 118 FE ol &8 S4EF

Hong-Kook Kim* Hwang-Soo Lee*
HF F e g

- ABSTRACT

In order to construct a feature map-based phoneme classification system for speech recognition, two procedures
are usualty required. One is clustering and the other is labeling. In this paper, we first present a phoneme classifi-
cation method based on the Kohonen's feature map algorithm for clustering and LVQ2 for labeling. Then, to improve
the performance of the phoneme classification system, we employ the modified LVQ2{MLVQ2) algorithm instead of
LVQ2, which consists of four stages of learning : the selective learning (SL), LVQ2, the perturbed LVQ2, and LVQ?
again, In MLVQ?2, improved performance results are obtained by perturbing the weight vectors of the netweork for
further training.

In order to evaluate the performance of the proposed phoneme classification algorithm, we first construct six
intra-class feature maps for six different phoneme classes by using LVQ2 and MLVQ2. From the phoneme classifi-
cation tests using these six feature maps, we obtain recognition rates of 60.4% and 65.4% for the LVQ2-hased fea-
ture maps and the MLVQ2-based feature maps, respectively.
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1. INTRODUCTION massive parallelism and fast adaptation, are ch-
aracterized by their topologies and internal data
Neural networks, which have the property of representations, An artificial neural network can

be trained using two types of training procedures
RISV EN PRy
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Among many other algorithms being applicable
to speech recognition, the self-organizing feature
map algorithm developed by Kohonen showed
high performance of separability for input feature
vectors| 2]. Moreover, in order to obtain improv-
ed classification results, he proposed LVQ and
LVQ2, another version of LVQ, and reported that
the LV{)X2-based classifier 15 more powerful than
the back-propagation(BP)-based classifiers[3][1].

In general, a phoneme classifier is composed of
a clusterer and a labeler. For example, the VQ-
based recognition system can employ the VQ co-
debooks for each phoneme classes as the cluster-
er and a distance metric or dynamic time warp-
ing(DTW) as the labeler. For the phoneme classi-
fication system based on the Kohonen's feature
map algorithm, the Kohonen's feature map be-
comes the clusterer like a vector-quantizer and
its neurons are labeled according to the majority
votes for a number of different responsesf(5].
Then. tke labeling is done by finding the mini-
mum distance node from input feature vectors
and using a majority rule. On the other hand.
with some fine adjustments of the weight vectors
of the feature tnap to improve recognition accu-
racy, the LVQ or LVQ2 can also be used as the
labeler, In this case, the traditional K-means

clustering algorithm can be used for clustering,
tooi 3].

In this paper, we construct a phoneme classi-
fier using the Kohonen's fealure map algorithm to
provide the LVQ2 for labeling with better initial
states than the K-means clustering algorithm.
Neurons of the feature map are labeled without

majority voting by using the newly proposed

selective learmng{SL)} algorithm. Then. in order
to further improve the classification accuracy for
the phoneme classification. we propose and use
the modified [LVEQ2 algorithm(MLVQ2) instead of
LVQ2.

Il. PROPOSED PHONEME CLASSIFICATION
SYSTEMS

A general structure for phoneme classification
can be illustrated in Fig. 1. Input speech signal is
preprocessed  via preemphasis and  low pass
filtening, and then feature vectors are extracied,
A clustering algurithm is applied to these feature
vectors to make clusters of similar phonemc
classes. These clusters are labeled by using a
suitable distance metric and labeled training fea-
ture vectors. Most of the phoneme classification
systems havc the similar structure as shown in
Fig. 1. In VQ-based systems, VQ codebooks are
constructed for clustering and a distance measure
is defined for the labeler. And in LVQ2-based
systems, the K-means algorithm is usually used
for the clusterer and LVQZ for the labeler,

Block diagrams of the two proposed classifi-
cation systems are given in Fig. 2. The first one
15 composed of the Kohonen's feature map for the
clusterer and LVQ2 for the labeler(Fig. 2(a)).
Using the Kohonen's feature map instead of the
K means algorithm for the clusterer provides the
I.VQ2 with better initial states for labeling. In
this system, after the LLVQ2 traimng is termin-
ated, we may find the room for further improve-
ment. IL s expected to improve the recognition

accuracy through more training. Therefore, a mo-
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Fig. 1. A general structure of classification system,
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dified LVQ2 is proposed for further training of
the network and then we construct the
MLVQ2-based phoneme classification system as

shown in Fig, 2(b).
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the feature map. However, the Kohonen's feature
map algorithm and LVQ2 are operated on differ-
ent training modes. That 1s, the latter operates
on a supervised training mode and the former on
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Fig. 2. Proposed phoneme classification systems,
{a)The Kohonen's feature map and LV(Q)2-based system.

(b)MLVQ2-based system,

. MODIFIED LVQ2 ALGORITHM

The modified LVE2 algorithm is composed of
four stages of learning as shown in Fig. 3. Firstly,
training data obtained from the preprocessed in-
put speech signal are clustered using the Ko-
honen’s feature map atgorithm employs an un-
supervised learning procedure to make a feature
map. Therefore, the constructed feature map can
be used as a vector quantizer to classify input
feature vectors. Our objective in this paper is to
design a phoneme classifier by applying [LVQ2 to

an unsupervised one. Therefore, we must devise
a method to link the two algorithms, This method
becomes the first stage of MLVQ2, called the
selective learning{SL) algorithm.

The SL algorithm transforms an unsupervised
feature map into a supervised one, For each out-
put node of the feature map, a proper phoneme
label is assigned and the weights of that node be-
come one of the reference vectors of the same
phoneme, The SL algorithm is devised with the
basis on the iterative adoption of the Bayes’ rule

as follows,
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Modified LVQ2
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Fig. 3. Training sequence for feature map training.

For a given feature map, the i-th weight vector
mi{i=1,-,L) is assigned to a phoneme px{k =1,
-, 0) if it satisfies the equation

Pr(p« | ou) > Pripi | mi)} for all k #1 (1)
where Pri{px | mi) represents the conditional prob-
ability of px given m. From the Bayes' rule, we

obtain

Pri{mi | pk)Pr{pk) > Pr(m | p)Pr{p} for all k #1
(2)

where Pr{pk) is the probability of a phoneme pi
and is obtained by

nipk)

s

n(pk)

where n(py) is the number of training data for
the phoneme pi, The SL algorithm assigns a
proper phoneme to each output node from (2) and
selects the center node of that phoneme from

Pr{mi | pc} > Primy | p} for all k (4)

where i is the center node of phoneme pr. And
then for each iteration, phoneme assignment pro
cedure is iteratively applied with a neighborhood
N{(t) and a learning gain a(t).

For a given training vector x labeled py, if the
nearest output node is the i-th node and the i-th
node is inside the ¥,(t), the weight vector of the

i-th node m; is updated. Otherwise, m, is not up-
dated. This algorithm is summarized as follows :

1)Phoneme assignment.
Phone{m,(t)) =p, (1=1,---,L)
iff Pripe Im,(£)) > Prlp Im,(t)) for all 1 # k.

2)Find the center node of each phoneme,
Center(pg) =1 for each k
iff Prim,(t) | px) > Pr{m,(t) | py).

3)Find the minimum distance node

minf mi(t) —x{(t) f.

4)}Update weights,
m, (t4+1) =m,(t) +alt) (x(t) —mi{t) if i € N,{t}.
m,{t+1) =m,({t), otherwise.
t — t+1.

5)Test the terminating condition.

D(t+1) = D(t)
D(O)

Otherwise, go to step 1.

Termunate if - <g, or t = Thax.

As the second stage of MLVQ2, the conven-
tional LVQ2 is used for further training of the
feature map. For a given labeled feature vector X,
the training in LVQ2 occurs only when tne near-
est class has the incorrect phoneme label and the
next-nearest class has the correct one.

When the LVQ2 training 15 converged, how-
ever, phoneme classification accuracy is not
usually high enough, This is because the training
15 done only under the limited conditions. There-
fore, the next stage of MLVQ2 is applied to
further improve the classification accuracy. We
cail this stage of MLVQ2 algorithm the perturbed
LVQ2 algorithm. The perturbed LV@2 algorithm
is described as follows. Assume an input vector
x(1) s given, and €, is the nearest class and ¢, is

the next-nearest class for x{t).

Casel : x €C), then
m(t+1) =m(t) —a(t) (x{t) ~mi(t)),
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my{t+1) =m;{t)+alt) (x{t)—m{t)).
Case2:x e, then

m, (t+1) =mi(t) —alt) (x(t) ~m,{t)),

my{t+1} =m;(t) —alt) (x(t) —m(t}}.
Cased : Otherwise,

mi (t41) = m(t),

After traiming the feature map by using this
perturbed LVQ2 algorithm,
LVQ?2 training i1s applied again to the perturbed
feature map, This is the final stage of MLVQ2.

in the next section, we show phoneme classifi-

the conventional

cation experiments to evaluate the performance
of each stage of learning and to verify the useful-
ness of our MLVQZ.

IV. SIMULATION RESULTS AND DISCUSSION

Fig. 4 shows an overall block diagram of our
phoneme classification system. Input speech si1g-
nal is sampled at 10kHz. A 16-th order LPC
analysis is performed on each of the 30ms Hamm-
ing windowed speech frames at the frame rate of
10ms. Then we extract the cepstral coefficients
from the LPC coefficients as feature vectors[6].

Tralning

‘l’;'__’ s ':Am.
Copstial laps
Analysis {phanatopic map)
Select
Phoneme
Gioup
v
Broad Classitication Recognized
oh Phoneme
Tost Data Segmented 1
= s.,...:.' yy
]
—— Yfalning Ptunts — Teu Phate

Fig- 4. Block diagram of the proposed phoneme recog
nition system.
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For the first step of our phoneme classification
experiment, we consider the task of classifying
/b/,/d/, /g /. The tokens in the test and train-
ing set are manually segmented inio phoneme
units from phonetically balanced 100-word spoken
by 3 male speakers. There are 220 and 110 tokens
in the training set and the test set, respectively,

Using the training data, bdg-map 1s obtatned
according to the procedure in Fig. 3. Fig. 5(a)
shows the bdg-map obtained using the Kohonen's
feature map algerithm and Fig. 5(b) represents
the feature map obtained by applying the SL al-
gorithm. Comparing both of the feature maps,
the map trained by the SL algorithm is seen to be
rearranged such that output nodes of the same
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Fig. 5. The lax-maps before and after SL.
(a)Before SL (b)After SL

class are located in the neighborhood. The num-
ber of updated input vectors for each iteration
when applying the second stage of MLVQZ is
shown in Fig. 6(a}, Trained iteratively by LVQ2,
nc more change occurs after 90 iterations, how-
ever, the recognition rate, shown in Table 1, i3
high the
perturbed LVQ2 algorithm with the maximum

not enough. For more training,

iteration of 500 and a linear adaptation rule is ap-

Tabte I. Recognition results of the bdg classification for each algorithm,

L LV
Shoneme | NO. 5 Q@ | Perturbed LVQ2 | LVQ2
{stage 1) (stage 2} (stage 3) (stage 4)
b 24 21(50.0) 17(70.83) T 6(25.0) 20(83.33)
d 29 22{(75.86) 19(65,52) 12(41.38) 19(65.52)
2 57 27{47.37) 45(78.95} 52(91,23) 47(82.46)
Total | 110 61(55.45) 81(73.64) 70{63,64) 86{78.18)
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plied to this map. Fig, 6(b} and 6{c) show that
the number of updated input vectors after the
perturbed LVQZ is not zero and more training can
still be done using LVQ2. Of course, the phoneme
recognition result of the perturbed LVQZ is lower
than that of the fourth stage of MLVQ2 because
the weights of the map in the third stage are
perturbed for the next training, From Table [, we
can obtain 4.5% higher recognition rate by using
MLVQ? than that using only LVQ?2,
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Fig. 6. Distribution of the number of updated input
vectors for each iteration.
(a)LVQ2. (b)Modified LVQ2(stepl ).
(¢c)Modified LVQ2{step?).

For the next step of our experiment, we simu-
late the phoneme classification system covering
all Korean phonemes. Six feature maps for six
different phoneme classes are obtained using
proposed MLVQ2. The performance of intra-class

recognition is illustrated in the third and forth

Table Il. Korcan phoneme recognition results for each

algonthm,
phoneme NG, SL orly Modified

LvQ2 LVQ2

b 24 12 17 20

d 29 22 19 19

b4 67 27 45 47
lax 110 55.45% 73.64% 78.18%

pp 5 5 5 5

tt [ 1 1 4

kk t 5 9 6
glottal 17 64.71%% 64.71% 83.24%

» 6 4 6 5

t 5 3 2 4

k 4 2 3 4
asplrated 15 60.00% 73.33% 86.67%

m 21 12 10 14

n 48 10 36 35

I 39 28 36 36

ng 19 10 12 12
Nquid-nasal | 327 47.24% 74.02% 76.38%

s 11 2 1 1

58 -1 7 5 8

z o2l 5 " 4

zz i 12 7 6 12

ts . 5 0 0 1

h I K 12 12 12
frlvcative . 73 45.21% | -38.36% | 52.05%

1 24 10 9 9

e 9 1 2 2

de C15 5 9 8

wi 6 1 4 4

ol 1 1 1 1

] 12 8 8 g

a 30 8 15 21

a I v 29 42 44

u 21 9 9 3

0 24 14 20 D20

i 6 3 6 .5

ya 2 5 2 bl

ya 9 2 2 I 0

yu 6 0 | 3 L2

yo 5 2 ! 1 |

we{ wie) 11 R 7 S

wa 5 0 0 Yo

wa 1 3 0 Lo

iy 9 . 0 0 Lol
vowel | 262 4LM0% | 53.44% ! 55.73%
total 16.85% | 60.43% | 65.40%

columns of Table II. We obtain the recognition
rate of 60.4% and 65.4% for LVQ2-based and
MIL.VQ2-based feature maps, respectively.
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V. CONCLUSIONS

We present two phoneme classification sys-
tems. The one i1s LVQ2-based system which
combines the Kohonen’s feature map for
clustering and LVQZ2 for labeling. The other is
MLVQ2-based system in which MLVQ2 is
proposed and used instead of LVQ2 to improve
classification accuracy. From the results obtained
from out computer simulation, the performance of
MLVQZ2-based system can be used in the
speaker-independent continuous speech recog:
nition system to obtain better performance.
Further research should be directed to obtain
higher recognition accuracy.

AHong Kook Kim
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