Journal of the Korean
OR/ MS Society
Vol. 18, No. 2, August 1993 147

A Dual Problem and Duality Theorems for Average
Shadow Prices in Mathematical Programming”

Seong-Cheol Cho*

Abstract

Recently a new concept of shadow prices, callel average shadow price, has been developed. This
paper provides a dual problem and the corresponling duality theorems justifying this new shadow
price. The general duality framework is used. As an important secondary result, a new reduced class
of price function, the p.h.-class, has been developed for the general duality theory. This should be dis-
tinguished from other known reductions achived in some specific areas of mathematical programming,
in that it sustains the strong duality property ir all the mathematical programs. The new general
dual problem suggested with this p.h.-class provies, as an optimal solution, the average shadow

prices.

1. Introduction

Recently a new concept of shadow prices hzs been introduced in integer programming [4],
and extended to general mathematical programming {2], which has been called the average
shadow price [2]. It has come from an average analysis which is new and seems the first sys-
tematic attempt to depart from the long-standirg marginal (shadow) price. This paper provides
a new duality theory justfying these average shadow prices. We have used the general duality
framework developed by Tind and Wolsey [7]. Strong duality results have been obtained in gen-
eral mathematical programming models.

Consider the following optimization problem (1').

(P) x=suptf(x)|glx)<bh, xe X} (1)
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where f : R (the Euclidean n-space) — R, g : R" - R", and X 1s a nonempty subset of R We

suppose o is finite all through the paper and inter et glx)<b as resource constraints where o€

R™ denotes the current amounts available for the .ictivities x. Define

Vi=lp: R"— -, +x]|eid)<old) Yd, d. wit1 d,<d).

We consider a subset V of V' an element of wlich is called a price function {71 on R". The

general dual problem (D) with respect to V 1s de1 ned as
(D) p=inf b} |vlg(x)) = f(x) VxeX, veV] (23

The following fundamental duality results were es ablished.

Theorem 1.1 (Weak Duality) 71 1f x is primal fe: sible and v is dual feasible, then f(x}<o(b).

Theorem 1.2 (Strong Duality) |7] The strong duz ity holds in the sense that

g /)1 =y*(bh)

for some feasible price function v*&V if V=V"

The above two theorems, dual feasiblility in (2 , and the complementary slackness results de

<o

1

rived involve the same useful economic interpre ations for resource allocation problems (7 as
those involved by the dual prices (multipliers) in linear programming ok

In spite of the charming economic interpretati ms we have been without any definite idea of
what the optimal price function would be like. ~ he fact is that the strong dualitv result, vald
for all mathematical programs, might hold ony under quite an infantile hypothesis V=V
(Theorems 1.2).

[t is, out of doubt, worth attempting to reducc V inte a smaller class on the condition that it
will not violate the strong duality property, How ever, such reductions have been achieved only
in a few local areas of mathematical programmin ;. For example V have beern reduced lo the set
of super—additive price {unctions |1,3.8] in nteger programming. Irom the cxistence of
subgradients 6] of convex function, V could b: reduced to the sel of atfine functions for a
class of nonlinear programming problems includin 1 stable convex programming problems i7 Un
like these previous studies, the suggested class 17 in this paper sustains the strong duality prop
erty throughout all the mathematical programmiig models. We call this class V' the p.h (posi-

tvely homogeneous)-class. We also show that the general dual problem (D) with the n.h-class
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provides the average shadow prices as an opti
in this paper provides a new dual problem w
sense, not in marginal sense.

The next sectin reviews and Interprets the
price function. The duality results, primarily

average price function, are provided in section

2. Average Price Function

The concept of average shadow prices In th:
many nonconvex programming models, margine
cision making problems, More of the motivat
|

details are found in 2

Suppose (P)o1s o profil maximization mode

some additional changing the current

R,

profit by
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amount of resouice /. he would consider

S
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Definition 2.1. We define the average shadow
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right hand si The fonction p R7— -7 4

Fig. 1 shows a tvpical contrast between t

shadow price Omsp! where the perturbation {

bution of rescurces i glohal sense n contr:

provides the maximum unit profitability of re:

fet € R be the market orice vector for ti

on the Buclidean space. Then plp) naturaily

1l solution. In brief, the duality results obtained

aich assesses the value of resources in average

concept of average shadow price and average
motivated by the fundamental properties of the

3.

5 section has been motivated by the fact that, n
shadow prices lack practical implications {or de

)1, development, computation methods and other

of a firm manager. He may attempt to make
state of resources b along a direction p€ R”. For
t he would consider buying a certain additionat
Tte might

bing some resource /0 powould be e

anv redl actions, whether the change along p s

srice () for an activity » &€ R7 as

erturbation function for {17 with respect to the

¢ Vs called the average price function.

¢ average shadow price pi{p) and the marginal
reiton 1s 1ot concave. plp) measures the contn
stoto the traditional marginal price, In fact. 1t
wrces along a given direction p.

€ resources and < - > denote the mner product

wolves a useful suggestion for the decision mak
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Figure 1. Average shadow price and marginal shadow price

ing problems as follows, which identifies itself in conomic sense. Thus knowing p(p) helps de-

cide whether to change along p or not.

Remark 2.1. If<y, p><p(p), then it is better to change along p to a certain extent (since ¢ (b
+z‘_p)—¢ (b)>t_<y,p> for some {>0). If<y,p>>1(p), then it is better not to change along p
(since ¢ (b+tp)—¢ (b)<t<y,p>for any {>0).

Theorem 2.1 [2] The average price function p(-} | as the following properties.

(a) p(0)=0.
(b) p(-) is nondercreasing, i.e.. plp)=plp.) if ¢ >p.

(c) p(-) 1s positively homogeneous, i.e., plip)=1p(p) for any p€ R" and positive number /.

Remark 2.2. From (¢) of the above proposition the average shadow prices only have to be

computed on the unit sphere of pER™i|pl—1i

The average shadow prices introduced in this s-ction seem to have practical advantages over
the marginal shadow prices for decision making problems, in particular. where nonconvexities
are found. It should be noted that the decision criterion as described in Remark 2.1 is not

always true to marginal shadow prices. A detailed example can be found in [2. Example 2.1].
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The average shadow price was first introduce 1 in integer programming [4]. It is quite a new
concept of price, but it also has a universal pioperty that it coincides just with the marginal
shadow price in convex programming. 1t is cleawr from the fact that (¢ (b+ip)—¢ (8))/t is a

nonincreasing function of # when ¢ (-) is concave,
3. Dual Problem and Duality Eesults

The following is a generalization of positively 1omogeneous functions,

Definition 3.1. A function v: R"—[—,+x] :5 said to be positively homogeneous (p.h.) at

if v(d) is finite and v’ (d)=v(d+d)—v(d) is positively homogeneous (at 0). ie., v {(id)=iv"(d)
for all de R™ and i>0.

In geometric sense positive homogeneity at d of a function v(-) implies that the tramslate of

the epigraph of v(-) (i.e., the set {(d.d,)e R™" dy2v(d)} [6, p.23]), by (—d,—v(d)), is a cone.

Definition 3.2. Let V(d) is the set of all price functions which are p.h. at d. The p.h.-class of

price functions on R”, denoted by V7, is defined as the collection of V(d)_ as follows.

Vi= U V(d) (4)
de R"

Remark 3.1. Let V=V' Then it is easy to see that V is a come and closed under number ad-

dition. In other words for any positive real constant c,
cveV if veV (5)
and for any real number &

vt+heV if veV, (6)

It has been proved [7, Propesition 58] tha® (D) in (2) is equivalent to the generalized
Lagrangean dual problem if V satisfies the condition (6).

Theorem 3. 1. Consider the primal-dual pair (P) and (D) of (1), (2) with V=V". Then (D) is a

strong dual problem of (P} in the sense that there exists a feasible price function v* of (D)
with v*(b)=a,
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Proof. Define

*(d)=a+pld-b) (

=]

where p(-) is the average price function in Definition 2.1. Then e br==¢ (b)=« which 1s finite.
We only have to show that ¢* is a feasible pric: function. It is clear that #* is nondecreasing
since p(-) is nondercreasing from Theorem 2.1. Since pld) is also a positively homogeneous
function of 4, v* is p.h. at &. Thus v*€V. Now :choose any x&€ X, then from (7) and the defi-

nition of the average price fuction,

Hglx))=¢ (b)+plglx)-b)=¢ (b)+¢ (glx))-9 h)
=¢ (g(x))=>r(x).

We show ¢* is feasible and so optimal to (D). W

The above theorem suggests a way how the st ong duality can be kept through all mathemat

ical programs under a much smaller class of price functions than the orginal V.

Remark 32 In the proof of the above theorem ae have used an optimal price function of (7)
which, in fact, becores the average price function by a simple translate. As Fig.2 tvpically

shows, (D) with V=V always produces the aver ize price function as an optimal solution.

(d-b)
B s

Fig. 2 Average price function 15 an optimal price functicn
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Theorem 3.1 guarantees a strong duality in eve -y mathematical program. However the achieved
optimal price function may appear in a trivial : hape. For example, we can easily show that the

following trivial price function »(-) is an optim: | price function of (D) with V=",

¢ (b)), if d<b
vid) = {

+ 7. otherwise

To exclude the above trivial solutions, we cotld say a function seV' is tmproper if it some-

where attains + %, and proper. otherwise.
Definition 3.3. We define the proper p.h.-class + price functions on R” as

V' = lweV'lv nowhere attains —+ x|, (8)

We can also prove a strong duality theorem r the sense that there exist no duality gap only
by using the above proper p.h.-class. in case ¢ (-) is hounded from above, and upper-semi-con-

tinuous (ws.c.) at & (i.e., lim sup,., v(d)=0(b) 16, p.51 1),

Lemma 3.2. If ¢ () 1s usc. at b and bounded 1om above, then for any given ¢>0),

plp) = sup ¢ (b+l;;);¢ (b)--e <1y

=0

for all p= R”,

Proof. Choose any p& R™ and any 2>(), and con ider any 121:. Since ¢ is bounded from above

b (b+tp)—¢ (b)—e = =, 1f (P(b-+tp) is infeasible
! { < M. if (P(b+ep) s feasible

for some positive number M. Hence

sup ¢ (b+l‘p,)[-¢ () —e < 4

for any {>0. From the u.s.c. property of ¢ (-) at & it is clear that ¢ (b+ip)—9 (h)<e for all

sufficiently small numbers ¢. This leads to plp) I+, N
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Remark 3.3. Note that the function p — p.(p) is als> positively homogeneous, nondecreasing. and

$.(0y=0. It is also clear that p,=—oc if and only 12 p(p)=—20.

The u.s.c.-property of ¢ (-) is essential for the . bove lemma to hold as is clear from the fol

lowing simple example,

Example 3.1. Consider the following problem.

(P) a=max {x, | —x+x<0, (x,x,)eX!

where X={{x,%,)10<x<1, x=0 or 1}. The perturjation function ¢ (-) is not u.s.c, at 0, since
$ (0)=0 but ¢ (d)=1 Vd>0. Lemma 3.2 no longe holds since p.(p)=sup,,((1—e) /t}=42x for
p=1 and for any e with 0<e<lI.

Theorem 3.3. If ¢ (-) is bounded from above and u.s.c. at &, then the strong duality holds be-
tween (P) andd (D) with V=V? in the sense that no duality gap exists between the primal-
dual pair. That is,

a=p.

Proof. Choose any e¢>0. Now define

vd)=a+te+pd—0b).

Then it is clear that 2.€V from Lemma 3.2 and Kemark 3.3. The feasibility of ¢ can be shown

in the similar way to the proof of Theorem 3.1. Mureover we see

v,(b) —a=e.

Since e is arbitrarily chosen we have proved that =f. R

Example 3.2. Consider the following simple probler .,

(P) a=max {Vx |x<0, x€[0,1]}

It is clear that ¢ (-) is ws.c. at b=0 and bounde! from above. But we cannot find any optimal

price function for the general dual problem (D) -with V=V* However we can find a following
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sequence of proper feasible price functions i, where v,(d)==1/n+(n/4)d. It is easy to see

that the above v, is feasible and that lim,., v,())=0=a. Note, however, that lim,.., 2,(-) is im-

proper and therefore infeasible.

Suppose the average price function is finite o1 R”, for example, this holds if ¢ (-) is bounded
from above, and Jocally Lipschitz comtinuous .t b (ie., for some positive constant L, we can
find a neighborhood N of & where |¢ (d))~¢ (d.)|<Li(d ~d.| for any d,€N, d.€ N). Then
we may again reduce the proper p.h.-class to onsist of only real valued price functions, That

1S,

Vi=lpeV'|v is real valued|

is enough to prove Theorem 3.1. The simplest type of proper price functions in the p h.-class
would be affine functions. {It is clear that projer p.h.-class is far larger than the set of affine
price functions.) The existence of an affine fuiction as an optimal price function, however, is

equivalent to that ¢ (-) is subdifferentiabie at » [6, p.215), ie.,

¢ (d)<¢ (b)+<y3.d—b> for all de R™,

as was already mentioned [7, Theorem 8.1-2].

4. Conclusions

This paper has developed a new dual problen for the average shadow prices. The strong du-
ality results are achieved, and the average shzdow prices are found as an optimal price func-
tion.

With regard to the theory of general duality, also obtained are three improved results. First,
a great reduction of price functions, the p.h.-c ass, has been found with which the strong du-
ality property is kept through all the mathema ical programming models. This reduction should
be distinguished from other known results, whith have been valid only in some specific classes
of mathematical programming,

Second, the new general dual problem derive.. from the p.h.-class provides the average price
function as an optimal price function. The :verage price function measures the values of

resources in an average sense in contrast to tl > traditonal marginal prices and suggests useful
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information for decision making problems about r:sources (Section 2). The conclustion is that
we have made up a new dual problem using the .eneral duality framework, which sustains the
strong duality in all the mathematical programs, a1d the dual problem yields, as an optimal sol-
ution, the average price function which assesses tl.e value of resources In average sense,
Finally, the p.h.-class is a first prior reduction of the price functions valid for all the math-
ematical programs. Still we might be able to re-reduce the p.h.-class in some specific classes of
mathematical programming. This must be one of tae major future researches and started from
identifying more refined properties of the average price function involved with these specific
areas. For example, the p.h.-class can be again 1« duced to the set of affine functions in stable

convex programming, which is clear for ¢ (-) is s ihdifferentiable at b.
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