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Job Sequencing Problem for Three-Machine Flow
Shop with Fuzzy Processing Times

Seunghun Park* Inseong Chang* and Mitsuo Gen**

Absiract

This paper presents possibilistic job scheduling based on the membership function as an
alternative to probabilistic job scheduling aid illustrates a methodology for solving job
sequencing problem which the opinions of exper.s greatly disagree in each processing time. Tri-
angular fuzzy numbers are used to represent the processing times of experts. Here, the compari-
son method is based on the dominance proper.y. The criteria for dominance are presented. By
the dominance criteria, for each job, a major 7FN and a minor TFN are selected and a pessi-
mistic sequence with major TFNs and an optiiaistic sequence with minor TFNs are computed.

The three-machine flow shop problem is considered as an example to illustrate the approach.

1. Introduction

In general, the processing times are assumec to be known exactly by experts. However, in
practical situations, this is seldom the case, Occasionally, a manager is challenged by job
sequencing problems with which she/he have had no prior experience. Therefore, the
processing times can only be estimated as with n certain intervals. This processing time interval
can be naturally represented by a fuzzy numkt:r. In flow ship scheduling, the job sequencing
problem is to order the jobs through the macunes in such a way as to optimize certain per-
formance criteria. One of the problems in solviiig job sequencing problems by considering fuzzy
numbers is comparing the fuzzy numbers to ostain a total order. Prade [12, 13], Dubois and
Prade [3] and Dumitru and Luban [4] have aipplied the fuzzy set theory to joh sequencing
problems. These approaches used only some th-eshold values to comparison fuzzy numbers and

are limited in scope. Serveral effective compari.on methods (ranking methods) have been devel-
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oped recently (2, 8 9. By the use of these rank ng methods, the job sequencing problems with
fuzzy processing times can be solved effectively. Recently, McCahon and Lee 10, 11 have
solved efficiently the job sequencing problems vizh fuzzy processing times using Lee-1i's |6 ]
ranking method based on a generalized mean valie and spread of the fuzzy numbers. Occasion
ally, the opinions of many experts are required 1o represent uncertain processing times in a
large scale flow shop. In such cases, for each irocessing time, many experts are Interviewed
and they can express processing times as fuzzy ni rbers,

This paper shows a methodology for solving ;) sequencing problem which the opinions of
experts greatly disagree in each processing time. Triangular fuzzy numberst¢ TFNs) are used to
represent processing times of experts. The objec ive of this paper is to introduce a pessimistic
sequence with major TFNs and an optimistic sec ience with minor TFNs and illustrate the ap
proach using an effective method. The three-ma hine flow shop problem for makespan is con
sidered as an example to illustrate the approach. 2ranch & bound algorithm is then modified to

accept fuzzy job processing times.

2. Fuzzy Processing Times

A fuzzy number can be represented using th: concept of an interval of confidence as in
Kaufmann and Gupta (6]. It should be emph sized that a fuzzy number is essentially a
generalized interval of confidence. An interval of confidence is one wav of reducing the uncer-
tainty of using lower and upper bounds, Also, a fuzzvy number is a subjective datum, It is a
valuation, not a measure. Let us relate the cor:ept of the interval of confidence to another
called the level of presumption. Let us assum , for example, that a certain job is to be
completed between two dates, say May 15 and Zav 31. This is an interval of confidence. On
the other hand, let us assume that this same job is to be completed on May 22 possible date.
The interval of confidence in the first case is [N ay 15, May 311 while in the sccond case it 1s
[May 22, May 22,. If we wish, we may assign t'o levels of confidence to these two situations.
0 for [May 15. May 31] and 1 for [May 22, M v 221 These two levels of confidence are in
fact levels of presumption. In general, we can rep -esent them between ) and 1.

A triangular fuzzy number(TFN) can be define . by a triplet (a,, a.. a,). The TFN which is a
special kind of fuzzy number can represent (12 estimated processing time naturally. For
example, an expert may say that the processing "ime for job A is generally a, min, But, due to

other factors which cannot be controlled, the prc :2ssing time may be occasionally as slow as a.
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min or as fast as a, min. This result is naturall a TFN. The membership function of a TEFN is

defined as ual X)) 4, x<a,

X —da;

- L a;,<x<a;
.—a;
a:— X

== A< Xx=a;.
A as
0, x>a,.

where pa(X) is the degree of membership or 11embership function value of x in A,

3. A Ranking method for Solviig job Sequencing Problem

|~

In this paper, ranking method based on the dominance property 7] is used. By using this
method. we can solve efficiently the job seqiencing problem which the opinions of experts

greatly disagree in each processing time. Let u consider a sheaf G composed of TFNs A, i1,
2,--.n. We define A* as a major TEN if this "~ FN dorminates all the other Ai in the sheaf G.
The criterion for dominance is one of the follow rg three in the order given below,

(1) The greatest associated ordinary number ¢ s

a, Foa.+a.
ar = B TETE

(2) If (1) does not separate the two TEFNs, those which have the best maximum presump-
tion{the mode) will be chosen,
(3) I (1) and (2) do not separate the TIN:, the divergence(the distance hetween two end

points) will be used as the third criterion.

On the contrary, we call TFN A* a minor TI N if the TFN is dominated by all others in the

sheat G using respectively the criteria (17, (2) nd (3,

4. Three-Machine Flow Shop Problem with TFN Processing
Times

We will assume that all jobs are available fc- processing immediately. The optimal sequence

is defined as the sequence which minimizes the makespan. The length of time required to com-
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plete all jobs is called the makespan. The three machine flow shop problem with the objective
of minimizing makespan can be solved more effic.ently by lgnall and Schrage’s branch & bound

algorithm [1, 5]. Also, a fuzzified branch & botad algorithm can solve the three-machine flow
shop problem with TFN processing times natura. v. For a given partial sequence a, let LC.(4),

LC_;(a) and LC,,(J) be the completion time of th: last job on machine 1, 2 and 3, respectively,

among jobs in g. The lower bounds of the makes)ans on machine 1, 2 and 3 respectively, are

lb;:lléj(n)+ZP1' + ml.n :P21+P31E

€0 i

il

LC. (@) + ¥ P, + min {Py

FEn €68

{b;

Ib; = LCy(0) + ¥ Py

where P, is the fuzzy processing time of job i ¢a1 machine | and ¢ denote the set of jobs that
are not contained in the partial sequence o.

Then, the lower bound on makespan is

LB(6) = max lib,, Ib:, [b.).
Fuzzy makespan can be expressed as

m, — MoXx C_a;’um

where C,q, 1s the fuzzy completion time of the ith job i in order on machine 3. The operators

of max and min compared by the dominance c:iteria correspond to major and minor respect-

ively. The operator of max is the fuzzy maximunr of fuzzy numbers,

Fuzzy mean flow time can be expressed as

n o o~
E ’
Mpr = — - Z C«?,‘m
okt

where Cyp = ¥ (qjik>+p“<k:).

3
171

The fuzzy waiting time for machine 3 is

@sir = Csu 1= Co.
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We can express Pi=(a,, b,, ¢.) as expert v's ‘uzzy processing time for job i on machine j,

5. Fuzzified Branch & Bound Algorithm

lgnall and Schrage’s branch & bound algoritk 11 is modified for the pessimistic and optimistic
sequences of three-machine flow shop problem with multiple TFN processing times. Then, an

optimal fuzzy makespan can be constructed by tae following algorithm.
[Step 1] Set j=1, i=1.
[Step 2] Find a major and minor TEN.
[Setp 3] (a) If it is the pessimistic sequence, et major=>pP,,
(b) If it is the optimistic sequence, st minor=>P,.
[Setp 4] If i=n, go to Step 5. Otherwise, retun to Step 2 with 1=i-+1.
[Setp 5] If j=3, go to Step 6. Otherwise, retun to Step 2 with j=j+1, i=1.
[Setp 6] Let P,=processing time of job i on nachine j and r=number of jobs in a.
[Setp 7] Set r=1.
[Setp 8] Calculate LB(U) for ¢ respectively.

[Setp 9] Find a partial sequence node with the least lower bound LB(s). If this is a partilal

sequence node with least lower bounc, go to Step 10. Otherwise, go to Step 10 with

new partial sequence node with least ower bound LB (g).
[Step 10] If r=n, stop. Otherwise, go to Step i1.
[Step 11] Branch from this node to node with 1==r+1 and return to Step 8.

6. Example

To illustrate the proposed approach, a four-jcb three-machine flow shop problem is presented
as follows: For each processing time, four experts were interviewed and these experts
expressed their valuations in the form of TFNs, Table 1 gives the expert’s TFN data and

associated ordinary number for each job,
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Table 1. The expert’s TFN and associated o dinary number for each processing time

Machine 1 M chine 2 Machine 3
Job Expert's : Expert : ~ Expert’s .
o P o (P) R (P.)
TEN(P,)) TFN(P ) TEN(P,,)
(5, 7. 9 7 (4, 8 5H* 8.7 (13, 15, 21) 16
1 (6, 7. 11 7.75 (2, 11, .2 G (13. 16, 18)* 15.75
(4, 8, 13)* 3.25 (3,13, 3) 10.5 (12, 20, 207 19
(3, 6, 14) 7.25 ¢ 1.10. ) 9 (10, 20. 22) 18
(3. 8, 8)» 09.75 (8 13. .7 12,75 (5, 7. 9 7
5 {4, 5, 11) 11.75 (6, 11, 2D 12.25 (5. 6, 1N 6.75
- (2. 7, 3) 3.75 5,10, 22 11.75 (5 5. o) 5
(3, 4, 12)* 10.5 €9 9 w* 9.25 (nH, 5 o 5
(5 11, 12) 9.75 (4, 4, 1) 4 (8, 10, 15) 10.75
3 (6, 13, 15)* 11.75 (4, 6, 7)* 5.75 €8 9 12) 9.50
) (4, 10, 11) 8.75 (5 5 3 5 9, 10, 13)* 10.50
(5, 12, 13)* 10.5 (5 6 0)» ) 8 11, 14)* 11
(6, 12, 13)* 10.75 (11, 13, L1H* 12.75 (6, 6 6) 6
4 (5, 11, 14) 10.25 (10, 12, 17) 12.75 (6, 6, 6) 6
(5, 10, 17) 10.50 (10, 10, tn* 10 (7, 7. 7 7
(2, 8, 10)* 7 (8 9 13) 11 (5 5H 5 5

The upper* means the major TEN for the pessimistic st quence, and the lower* means the minor T'FN for the

optimistic sequence.

For each job in Table 1, row 1 gives the TE\ of expert 1, row 2 that for expert 2, etc.

Using these data, a pessimistic sequence with 11ajor TFNs and an optimistic sequence with

minor TKFNs are now computed,

6.1 The Pessimistic Sequence

[Step 1—Step 6]

The pessimistic processing times composed of major TFNs are shown in Table 2.
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Table 2. Pessimistic TFN ‘or each processing time

Machine 1 Machine 2 Machine 3
Job Expert’s , Exper s Expert’s
TFN(P,,) (P TEN( ) (P TEN(P,) (Py)
1 (4, 3, 13 8.25 (3, 13, 13} 10.5 12, 20, 24) 19
2 (3, 8. 8 6.75 (8 13, 1) 12.75 05, 7 9 7
3 (6, 13, 15) 11.75 (5 6, 7) 6 C8 1L LD 11
4 (6, 12, 13) 10.75 (11, 13. 14) 12.75 7 7.0 7

[Step 7—Step 11

1} The first branching is shown in Figure 1.

LB(1)=(39. 66, 80) Lff(é)=(43.66.79) LB(3)=(43. 64, 76) Lﬁ(db)=(49.70.81)
=~ Ped
LE(1)=62.75 LB(2)=63.5 LB(3)=61.75 LB(4)=67.5

Figure 1. The First branching ree for a pessimistic solution

Case 1 : =11}

lb] - LC;(U‘}":P;;‘*‘pLx‘f‘PHi + miIlfP::+P:/, P;W‘ P:;zh P:4+Pat;
= (4,8,13)+(15,33,36) +mini (13,20,26). (13,17,21), (18,20,21)!
= (4,8.13)+(15,33.36)+(13.17,21)

(32,58.70)

f

LCA1) PP 4P} + miniP.. P, P.

g
f

f

LC.(O+P.,+ P, +P+P.} + miniP., P, P,
= (31,53,64)+min(5,7,9). (8,11,14), (7,7,7)}

(31, 53, 64)+(7,7,7)

= (38,60,71)

f
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153 - Lc\;(l)_i_{lg)';:_{—}{)g;_kpq}
= Lég(1)+15:11+{P112+P:i.s+P31}
= (31,66,80)
LB(1) = maxlb,, lb, lb}

= max{(32,58,70), (38,60,71), (31,6¢,30)}
= (31,66,80)

Case 2 : ¢=12}
b, = LC1(2)+{P11+P1:i+p14} + min{le+p:51, P+ ;‘/33‘ p34+P:ﬂ;}
= (19,41,49)+min{(15,33,37), (13,17,21), (18,2(,21)}

= (19,41,49)+(13,17,21)
= (32,58,70)

Ib, = LC,(2)+{P,+P,+P.,} + miniP,, P, P.

= Lél(2)+15:z+{1£)21+?zx+}524} + min{P:“, P, P
= (37,60,66)

Ib, = LCy(2) +{P,+Py+Py)
= Léz(2)+15:s2+{1531+1533+1£)31}
= (43,66,79)
LB(2) — max{lt;l, 153, 153}

= max{(32,58,70), (37,60,66), (43,6(,78}}
= (43,66,79)

Case 3 :g==1{3}
Ib, = LC,(3)+iP,+P,+P,} + minlP,+P,, Put P, P,+P,
= (37,61,70)

Ib, = LC,(3)+{P,+P,+P,} + miniP,, P, P,

= LC1(3)+pzx+{P21+p:z+Pz4} + rm.n{ls:uy Py, Pyl
= (40,65,73)
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LB(3) = maxi{(37,61,70), (40.65,73), (43,4,76)}

LC1(4)+{1511+P13+P113} + mm{le’*’Rm P:’:‘"me p;’a"l"Ps:z}

LC,(4)HP,+P 4P, + miniPy, Py, Pyt

Ib, = LC,(3)+{Py+P,+P.
- LC!(3)+P3{+‘{PM+P43+PH}
— (43,64, 76)
=(43,64,76)
Case 4 : o={4}
151 -
— (32,58,70)
Ib, =
— LC,(4)+P,+{Py+PoutP. + minP,,
= (38,64,73)
Iby = LC,(4)+{Py+P 4Py

?2) The second branching is shown in Figure ¢

e

LC,(4)+P,+{Py 4P +Py

(49,70,81)

, PI{?\ PX.HL

LB(4) = maxi(32,58.70), (38,64,73), (49,70,81)}
= (49, 70, 81)

Q)

Lﬁkg)=(39.ss.ao)
LB(1)=62.175

<z

LB(2)=(43,66,19)
o>
LB(2)=63.5

e

I RG>

LB(3)=(43,64,76) L§(£)=(49.10.81)
LB(3)=61.75 LB(4)=67.5

LE(3. 1)= LE(3.2)= LB(3.4)=

(37.68.81) (41,68,80) (42,72,82)
= b~ =
LB=63.5 LB=64. 25 LB=61

Figure 2. The second branching tree for a pessimistic solution
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Case 1:0¢=13,1}
Ib, = LC/3,1) P +P i4+miniP.+P., P.+P.,.

= (37,61,70)

Ib, = LC.(3,1)+{P,+P, +miniP,. P,
= max!LC,(3,1)4+Pu, LCA3)+P,i+Po+P.+ niniPo P,
= (39,67,79)

Iby = LCy(3.1)+{Py+P,}
= maxiLC,(3.1)+P., LC{(3)+Py+P+P,!
— (37,68.81)

LB(B,I) = maxi(37,61,70), (39,67,79), (37,38,81)!
= (37,68,81)

Case 2 : 0=({3,2}
Ib, = LC,(3,2)+(P+P . j4min{Py+P,, P, 4P,
= (37,61,70)

b = LCA(3,2)+{Puy4P,+miniP, +P,}

- maX{LC1(:%.2)+pgg. LC;(3)+P3_}+{P_1+P31:+ r‘in‘:P‘;]_}_Pn:
= (38,67,74)

lbr; - m;g(3,2)+{Pal+P:u}
—= maxiLC,(3,2)+ Py, LC\(3)+Pui+P,+P.!
= (41,68,80)

LB(3,2) = max!(37,61,70), (8,67.74). (41.63.80)!
— (41,68,80)

Case 3 :6={3,4}
Ib, = LC,(3,4)+{P,+P ,i+miniP,+P,, P,+P,!
= (32,61,75)
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b, = LC.(3,4)+ P, +P.i+miniP,, P.!
= max{LC,(3,4)+P.,, LC.(3)+P.i+iP,+P. -miniP,, P!

= (39,71,81)

b, = LCy(3,4)+HP.+P.i
= mQX{LCg(S.Li)"_p:m LC:J,(3,)+P:a1:’+{P;;1+Ps::’
= (47,72,82)

LB(3.4) = maxi(32,61,75). (39.71,81), (4 72,82)!
= (42,72,82)

3) The third branching is shown in Figure 3.

LE’(l) (39, 66, 80) Lﬁ(z) (43.66,79) Lﬁ(s) =(43,64.76) LB(4)=(49,70, 81)
LB(1)=62. 15 LB(2)=63. 5 L5(3)=61.75 LB(4)=67. 5
LB’(x.z)= LB(1.3)= LB, 4)= LB(3.1)= L§(3,z)= L8B3, ¢)=
(sg.ss.ao) (sg,ss.so) (32;55.80) (37,68,81) (41,68,80) (42, 12.82)
LB=62. 15 LB=62. 15 LB=62.175 LB=63. 5 LB=64. 25 LB=67

Figure 3. The third branching tree for a pessimistic solution

Case 1:0=11.2!
Ib, = LC,(1,2)+HP+P.  +miniP.+P ., P.+P,
— LC(1)+P 4P+ P+ mintP.4P,, P42,

= (32,58,70)
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lb. = LC,(1,3,2)+P +P,,

= maxiLC(1,3,2)+P., LCA1.3)+P.+FP.,+P,

= (39,62,74)
by = LC({1.3,2)+P,,

maxiLC,(1,3,2)+P.,, LC(1,3)+P.J+P,

(39,66,80)

LB(1,3,2) = maxi(37,61,70), (39.62,74),
= (39,66,80)

Case 2 :¢={1,3,4!

lbl

lb,

Ib,

LC,(1,3,4)+P AP ,+P..!
LC,(1,3) 4P, 4 Pyu+{P,+P
(32,61,75)

LC,(1,3,4)+P.+P,,

= HlaX{LCl(l,S,Zl)_*_Pz.h LCg(1,3)+P4_»4}+P32+P_;,3
{40,66,81)

= LCy(1,3,4)+P,,

max{LCg(l,'%,4)+P1 LC;(I,%)+PH}+PL
= (39,66,80)

LB(1,3.4) = max{(32.61,75).

(40,66,81)

(31,66,80)

(40.66,81), (3',66,80)!

The sequence which yields the lowest lower boird for the entire makespan i3 1 —3-2—4 with

a fuzzy lower bound for the fuzzy makespan of (2).66,80). The fuzzy makespan of this sequence

18

m, = Max Csy

The fuzzy mean flow time is then (26.25, 54.5

sequence are listed in Table 3.

= T

(37,66,291).

155). The fuzzy parameters for this optimal
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by = LC(L4)+P. +P,

= max{L.C.(1,4)+P.,, LC(D+P i+ P.+P.
= (39,66,80)

LB(1,2) = maxi(32,58,70). (39,59,73), {3',66,80)
{39,66,80)

4) The fourth branching is shown in Figure 4.

Sy
mC D

Lﬁ'(l) (39,66, 80) Lﬁ(z) (43,65, 19) Lﬁ(s) (43, 64, 16) LE(U (49,70, 81)
LB(1)=62. 15 LB(2)=63. 5 LB(3)=61.15 LB(4)=67.5
Lﬁ(l 2)= LB(1,3)= LB, 4) = LB(3. 1) = LB(3.2)=  LB(3. 4)=
(39,66,80) (39,66,80) (39, 66,80) (37,68, 81) (41.68,80)  (42,12,82)
f~4
wgw LB=63.5  LB=64.125 LB=67
LB (1, 3, ), 2)=(39, 66, 80) LE(1.3, 4)=40.66.81)
[B=62.75 LB=63. 25

Figure 4. The fourth branchin; tree for a pessimistic solution

Case 1:¢=11,3.2!

b1 = LC(I,S,Z)“"P“_}_;P]_*_PH

= 1C,(1.3)+P.+P,+!P. 4P,
= (37.61,70)
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lbz = LCz(1,2)+{pg:3+ég1}+mn{P33. I;u}

= max{LC,(1,2)+ Py, LCA1)+Pui+{PutPoi4 miniPy, Pyt
= (38,60,71)

153 = Lég(1,2)+{15;3:;+P3.1}
= max{Léz(l,Z)—H_:’gz, LC3(1)+1532}+{P:{;+P34}
= (39,66,80)

LB(1,2) = max{(32,58,70), (38,60,71), (39 66,80)}
= (39,66,80)

Case 2:0=11,3}
H;)l == Lél(l,B)+{p12+p14}+min{1522+1\):;2, P.,,+P.

= LC,(1)+P+{P 4P, +min{P,+P,, P,+P |
(37,61,70)

f

Ib, = LC,(1,3)+HPo+P . +min{Py, P

— maxiLC,(1,3)4+Py, LC.(1)+Pui+PutP,i4 min{Py. P
= (41,60,73)

11;)3 = Lé3(1,3)+{1532+1534}
= maX{Léz(lﬁ)“}'pm, mza(1)+}5$s}+{éxz+1szn}
= (39,66,80)

LB(LS) = max{(37,61,70), (41,60,73), (39 66,80)
= (39,66,80)

Case 3 :o0={1,4}

Ib, = LCI(1,4)+{1512+1513}+n’1in{1:\’22+p;32, }52:{+P33}
= (32,58,70)

152 = ch(1,4)+{ng+1533}+min{f)32, 15;{3}

= maX{Lél(l,‘l)_f'p% L)éz(l)""1:‘)24}"*"‘{1522_*_17323}'* min{paz, P
(39,59,73)

Il



T8 A1k

Job Sequencing Problem for Three-Mach ae Flow Shop with Fuzzy Processing Times 153
Table 3. Fuzzy parameters of »essimistic optimal sequence
1ok Giovs Pu Cok Qo P Con Quk Dt Cue
11 0 (4, 3,13 (4, 813) 0 Coasa (7,21, 260 0 (12,20,24) (19,41, 50
302 (4, 8,13) (613,15 (10,21,28) (0, 0,160 C 6, 7) (1527, 510 C 0.14.35) ( 8,11,14) (23,52,100)
203 (10,21,28) (3, 8.8 (13.29.36) (0, 0,38) (0 13.17) (2142, 91) ( 0,10,79 (5. 7, 9) (26.,59.179)
1 4 (13.29,36) ( 6,12,13) (19,141,190 0, 1.72) (1 13,14 (30.55,135) € 0, L149) (7. 7. 7) (37.66,291)
6.2 The Optimistic Sequence with Mnor TFNs
[Step 1—Step 6]
The optimistic processing times composed of m nor TENs are shown in Table 4.
Table 4. Optimistic TFN tr each processing time
Machine 1 N achine 2 Machine 3
Job Expert’s . Exper s Expert’s
TEN(P,) (P TEN(I ) (F) TEN(P,,) (Fy)
1 (5,7, 9) 7 (4.8 5) 8.75 (13,16,18) 15.75
2 (3, 4,12) 5.75 (9.9 0) 9.25 (5 5 5) 5
3 (4,10.11) 8.75 (4, 4, 4) 1 {8, 912) 9.50
4 (2, 3,10) 7 (10,10, .0) 10 (5 5 5 5

| Setp 7—Step 11]

1) The first branching is shown in Figure 5.

) oo Gar o G

LB(1)=(40, 50, 64) LB(2)=(43.48.562) LB(3)=(39,49,55) LB(4)=(43,53,60)

LB(1)=51 LE(2)=50. 25 LB (3) =48 LB(4)=52. 25

Figure 5. The first branching ree for an optimistic solution
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2) The second branching is shown in Figure 6.

LB(1)=(40, 50, 64) Lﬁkz) =(43, 48, 62) Lﬁka):539.49.55) Lﬁkj)=(43.ss,so)
LB (1) =51 LB(2)=50. 25 LB(3)=48 LB(4)=52.25

@G> s

LB(3,1)=(36. 51, 63) LB(3.2)-(39.49.61)  LB(3.4)=(39. 54.59)
LB=50. 25 LB-49.5 LB=51.5

Figure 6. The second branching tree for an optimistic solution

3) The third branching is shown in Figure 7.

R crpy S

G Guo G G

LB(I) (40,50, 64) LB(Z) (43, 48,62) LB(3)= =(39. 49, 55) 'B(d)'(dﬂ §3.60)
LB(1)=51 LB(Z) 50. 75 LB(S) 48 LB(d =§2.125

LB(3, 1)=(36.51,63) B(3,2)=(3¢9,49,61)  LE(3.4)=(39. 54, 59)
LB=50. 25 LB=49. 5 LE 51.°5

321X 324X

LE(?.Q\I)*(S&.H.H) LB(3, 3, 0)=(43, 87, 75)
LB=53. 25 LB=58. 25

Figure 7. The third branching tree for an optimistic solution
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4) The fourth branching 1s shown in Figure 8.

B R ——
Qo Guo Qo

L'B“(I) (40, 50, §4) i 43, 48.62) LB(3)= (39 19, 55) L”[i(a) (43.53, 60)
LB(1) =51 LE (2)=50.25 L5(3) = LB(4)=52.25

LB(3,1)=(36,51,63) B3, 2) +(39, 49, 61) LB(3, 4) (39, 54, 59)
LB=50. 25 LB 49,5 LB=51.5

3L 4 X 324X

LB(3, 1.2)=(36,51.63)  LF(3. 1, )=(36, 51, §3) LB(3. 2. 1)=(38,52.11)  LF(3,2,4)=(43, 57, 76)
LF=50. 25 L¥=50. 25 LB=53. 25 LB=58. 25

Figure 8. The fourth branching tree for an optimistic solution

Fuzzified branch & bound algorithm vields -1en optimal job sequence of 3—1—4—2. The
fuzzy lower bound for the fuzzy makespan s (36,51.63)(N.B. Schedules 3-—-1-2-4 and
3—1—4-2 are both optimal with (36,51,63) bit, the fuzzy makespan of 3—1—2—1 is worse
than the fuzzy makespan of 3—1—4—2).

The fuzzy makespan of this sequence is

m, * Max Cjy Cos = (28,51,217).
The tuzzy mean flow time is then {24.10.25.111). The fuzzy parameters of the optimistic opti
mal sequence are listed in Tabhle 5.
What is gained by using the TFN representat cn is the range of values for m- and m. which

are truly TFNs. The decision maker now know. the spread of the my, and m.. whereas it was

assumed away and lost in the deterministic sir 1olification. Accordingly, the manager can now
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Table 5. Fuzzy parameters of ptimistic optimal sequence

1ok ik Pk Cinige (O RN Dok, Cork: (SR s <

11 0 (4,10,11)  ( 4,10,11) 0 (4 41 (81419 0 08, 9,120 (16,23, 27)

32 (4,101 (5 7.9 (917200 (0.0, 6) (41 815 (132540 (0.0, 14 (13,16.18) (26,11, 73)

2 3 (917,200 (2,8,10) (11,2530)  (0,0,30) {1 10,100 (21,35,70) (0.6, 520 €5, 5. 5) (26.46,127)

4 4 (11.2530)  (3.4.12)  (14,29.42)  (0,656) (¢ 9,10) (23,44.108) (0.2,104) (5. 5, 5} (28.51,217)

plan. In addition, the experts can reevaluate th2r TFN processing times with the pessimistic

and optimistic sequences.

4. Conclusions

In this paper, we proposed a pessimistic seque ce with major data and an optimistic sequence
with minor data, The direct use of fuzzy numb 1s to modeling imprecision was emphasized in
this paper. In particular, we use only TFNs in our example. Although general fuzzy numbers
can be used to represent the uncertain processin:: times, the increase in computational effort by
the use of a general fuzzy number is tremendous Furthermore, since the fuzzy value is only an
approximate estimate, it is very difficult to estimate a general fuzzy number representation of
this processing time.

One of the problems in solving job scheduliig problems by considering fuzzy numbers is
comparing the fuzzy numbers to obtain a total o der. Many people have studied the comparison
of fuzzy numbers and have proposed several metiods, None of the existing methods are perfect.
The decision maker should choose the compariso 1 method based upon the goals of the fuzzy ap-
plication,

In the example the data were established by fcur experts as TFNs, but in a practical example
the number of experts depends on many factor .. available experts, kind of job, cost of oper
ation, gravity of scheduling and so on. However. it appears that the computations of the major
TFN and minor TFN are very useful in many r:alistic situations. There is no a priori rule for
their selection. For each processing time, a mijor TFN and a minor TKEN are selected. Of
course, If only one TFN exists, it is its own ma-or and minor. To determine the pessimistic se-

quence, the major TENs are employed. For ojtimistic sequence, minor TFNs are employed.
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With the calculations of the fuzzy paranciers, e fuzzy makespan are then calculated, Follow

ing these calculations, the expeits re evaluate their TN estimates 4 ¢ e process s repeated.

The micthed deseribed i this paper s uselul esoecially when the opiniors of many experts are

required in a large scale job scheduling problem,
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