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Estimation of the Utilization of a File with
Distributed Free Space

Analysis for the file with distributed free space such as a VSAM has been done. Birth
and death process has been adopted to describe the status changes of control intervals in

o VSAM file. File utilization is calculated as a function of the number of control

fnternals which contain different number of records in them. Effect of the control

Seiorpal sizes and the loading factors are analyzed over the time horizon.

i . Introduction

Tho research effort addresses the file usage
cianges through the modeling procedure of
paysical design for growing databases in the
environment of the distributed free space such
as in a virtual storage access method(VSAM)
file. A VSAM grows out of the need for an
access method that allows data to be accessed

both directly by key and sequentially in key-

defined collating order[Keehn and Lacy,
19747. The way a VSAM file reads a record
is similar to that of an indexed sequential
access method(ISAM) file except that the
operation is not described in terms of tracks
and cylinders. In a VSAM file, instead of
cyhnders that are subdivided into tracks,
control areas are subdivided into control
intervals[ Martin, 1975].

A control interval(Cl) is a continuous area
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of a direct access storage that a VSAM file
uses to store data records and to control
information that describes these records. A CI
is the unit of information that a VSAM file
transfers between virtual storage and disk
storage. Whenever a record 1s retrieved from
a direct access storage, the entire CI
contaiming the record is read into a VSAM
file I/0O buffer in virtual storage. The Cls in a
VSAM file data set are grouped together into
fixed-length contiguous areas of direct access
storage called areas(CAs). The
number of Cls for each CA is fixed. The

maximum size of a CA is one cylinder, and

control

the minimum size 1s one track of a Direct
Access Storage Device storage.

In a VSAM file, unused space can be
scattered throughout the data set as free
space. The space that was occupied by the
deleted record is available as free space,
because when a record is deleted, the record is
physically erased. Insertions into a key-
sequenced data set use the free space
provided during the definition of the data set,
provided by the record deletions, or developed
as a result of CI and CA splits. Unlike a
hashed file and an ISAM file, a VSAM file
does not have an overflow area. Instead, it
handles the overflow problem through CI
splits and CA splits. With the increase of
records in a database, Cls are filled up. If
there is not enough free space in a CI to
accommodate the new records, then a CI split
takes place at the point of insertion. When a
Cl split occurs, the records comprising the

first half of the full CI are copied into the new

CI and the old CI is adjusted by shifting the
latter half of the records to the front. The
index is updated to include the new CI at the
appropriate point. The last record provides the
key value for the index entry[ Wiederhold,
1987]. When free space is no longer available
in a CA, a split occurs in a manner similar to
a CI split. With the growth of the database,
the number of CI split increases. Also, with
the increase of transactions on the database,
the physical structure of the file and the file
utihzation are changed. In this paper, the
number of Cls that contains different number
of records is estimated using a stochastic
model and based on these Cls, file utilization
1s estimated.

In section 2, main modeling procedure for
the physical database design is described. In
section 3, numerical experiment is given based
on the model in section 2. Conclusion is given

in the final section.

. Analysis of the Phy-
sical Database

This section describes the modeling of the
physical database design for a VSAM file. A
VSAM supports three different data set for-
mats . key-sequenced, entry-sequenced, and
relative record. In this research, a key-
sequenced data set(KSDS) is used as the
underlying file structure. A KSDS consists of
two physical components on the direct access
storage device. The first of these is the index

component, which contains the key fields and



pointers to the location of the record to which
that key field belongs. The second is the data
component, which contains the records that
hold the user data including the key field. The
key field is small compared to the whole
record; similarly, the index component is
small compared to the data component.
Therefore, the main concern of this research
18 the data component. In a KSDS, logical
records are placed in the data set in ascending
collating sequence by key field. Records can
be retrieved and inserted, both randomly and
sequentially. When a KSDS is created, unused
space, called free space, can be scattered
throughout the data set to allow records to be
inserted. Free space within a Cl is used for in
-place reorganization of KSDS’s for addi-
tions, updates, or deletions of records within
that CH{IBM Corp., 1985]. To some extent,
this helps to keep the data components in
physical sequence in spite of many subsequent
random insertions. However, as a result of
excessive random msertions and deletions, the
components eventually become physically out
of sequence, although they are still in logical
sequence when accessed through the index of
the cluster| Ranade and Ranade, 1986 .

The main purposes of this section are to
develop a model that describes such a physical
database deterioration by analyzing the ex-
pected behavior of a physical database
structure 1n which splits are used to handle
overflows, and to caleulate the file utilization
using the number of Cls which will be
obtained through the model. Similar works

related to the overflow handling and the
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utihization calculation have been done in the
environment of 2-3 trees and B-trees[Chu
and Knott, 1989; Eisenbarth, 1982; Quitzow-
and Klopprogge, 1980; Yao, 19781, However,
most researches are applied for a static situ-
ation without considering the time variations,
and no research is applied for a KSDS in a
VSAM file.

A problem of handling the model comes
from the fact that the probabilities of mser-
ting or deleting a record into or from each CI
continuously changes with time, If the model
deals with the logical deletion instead of the
physical deletion as have been practiced by
many researchers for the ISAM file analysis,
the modeling procedure 1s a lot easier.
Another problem in modeling comes from a CI
split. Since the split changes the state of a Cl,
it 18 difficult to define any distribution
function that describes the number of records
in each Cl, differently from the analytical

method used i an ISAM file analysis.
1. Assumptions

Basically, 1t 1s assumed that no record
spans over CI boundary are allowed, and that
the data record size is fixed. The major
assumptions given In this modeling are as
follows. First, records are uniformly dis-
tributed according to keys of them over the
smallest and the largest keys. Second, in-
sertion is at random. If there are n keys in a
database, these n keys divide all possible key
values into n+1 slots. If an insertion has an

equal probability of being in any one of these
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n+1 slots, it 1s called a random insertion and
its probability is given by 1/(n+1). Third, the
probability of a record being deleted is as-
sumed to be equal for all records, ie., 1/n.
Fourth, the arrival of records to be inserted to
the physical database follows a Poisson pro-
cess with arrival rate A and each record in the
database and in the arriving stream has a
unmique key. The transitions between Cls can
be used to model the insertion process. When
a record arrives for an insertion into the
database, it 1s assigned to a Cl. When a
record 1s inserted into a database, its service
1s assumed to have commenced. The service
continues until a record 1s physically deleted
from the system, and the space occupied by
the record is then immediately reusable by
another record. Finally, 1t is assumed that the
service times of all records inserted into the
file are independently, identically distributed
random variables with an exponenfial distri-
bution and a finite mean 1/g. The rate that
an nsertion occurs between time t and t+ 4t
1s equal to Adt, and the rate that a deletion
occurs between this time interval 1s equal to
pAt.

2. Modeling

A major source of difficulty in modeling
arises from the need to keep track of the
number of CI's. CI' is defined as a Cl which
contains 1 records. This number is influenced
by the rate of arrival of new records into each
CI, by the deletion rate of records, and by the

way of handling overflows; 1e, CI splits.

These in turn depend on the probabilities of a
record insertion and deletion into and from
each CI. The birth and death process has been
adopted as a means of describing the behavior
of the expected number of CI's at time t.

Let X(t) be the number of CIs.
assumed that the probability that a record is
inserted into a CI' is iX,(t)/(n+1), and the
probability that a record is deleted from a CI

It is

is iXi(t)/n at time t, where n is the total
number of records in the system at time t and
n=n(t). There are two occasions where X(t)
can increase. One occurrence 1s an insertion
into the CI'~'s, and the other is a deletion
from CI'*'s, X,(t) decreases when an Insertion
or a deletion occurs from the CI's. In other
cases, X,(t) remains the same. This trans-
action follows a birth and death process. The
instantaneous changes in the system state can
amount to an increase(birth) or a decrease
(death) of a CI. When a transaction occurs,
the following conditional transition proba-
bilities are given using a state of X(t+4t)
for a given state Xi(t), where 1=2, 3, -+, b-1
and b is the maximum number of records that

a CI can hold as explained before.

Pr{X.(t+4t)=a2 | Xi(t)
=al, Xi_(t), Xm(t)}

[(1 1)X. u(t)/l At]
for a2=al+1
=20 43+ 401 @)
for a2=al-1



=1-(1)—(2), (3)

for a2=al

where A, and g, are the insertion rate and the
deletion rate, and al and a2 are constant,
which indicate initial number of Cls at time t
and at time t+ 4t respectively.

The conditional probabihty equations (1)
through (3) can be interpreted in the follow
ing ways. The first term of the equation (1)
represents the birth of a record mto one of the
CI''s, with a probability (i—1)X,-,(t)4,4t/
(n+1). The second term represents the death
at one of the CI'''s, with a probability (i+1)
X (O adt/n. The result of these combina-
tions 1s an increase in the number of Cl's. The
intérpretation of equation (2) is similar to
that of equation (1). This equation represents
the birth or the death of a record at one of the
Cl's with a probability 1X/(t)A,4t/(n+1) or
X, (t)udi/n,

decrease in the number of CIs. In other cases

respectively. The result is a
inat do not appear In equation (1) and (2),
he number of Cl's remains the same as shown
souacton (3). These equations also can be
sbed {or B-trees analysis[Quitzow and
L0, 19801
“ the capacity of a Cl and k be(b+
. and assume that b is an odd number for
Sophicity of the analyss.

- j=1,1=b, or 1=k, the equation (1) is

- the following way.

Pria(tdu)=a2 | X(t)=al, X,(t)}

=240, 401 (4)
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The interpretation of equation (4) 1s that
the increase of X1(t) is caused only by the
deletion on one of the Cl2s with a probability

2%, () adt/n.
1) When1=b

PrX,(t+4t)=a2 | X,(t)=al, X, {t)}

LS 0]

) Adt] 1))

The interpretation of equation (5) 1s that
the increase of X,(t) is caused only by the

Insertion on one of the CI"'s with a pro-
bability (b—1)X, 1(t)A,4t/(n+1).

i) When i=k(=(b+1)/2), one more
equation that reflects the Cl split 1s added to

equations (1), (2), and (3).

Pr{X(t+4t)=a2 | Xi(t)
=al, X (1), Xigi (1), Xb(t)}

[bX o(t)

] Adt] (6)

for a2=al+2

The interpretation of equation (6) is that
the increase of X, (t) has an additional source
besides the sources in equation (1). The birth
of a record into one of the Clbs, with a
probability bX,_,(t)A.4t/(n+1), causes a CI
split and, with this split, X,(t) is increased.

Using the conditional probabilities (1)
through (6), first, the expected values of Xi(t
+A4t), conditional on X(t), X, i(t) and X,
(1), can be obtained, second, the unconditional
expectation for X,(t+4t) can be obtained by
applying another expectation on the expected
values of X.(t+4t). That is, E[E[X(t+4t)

| X (), Xi(t), Xiri(1)]] becomes E[X(t+
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Aty |[Ross, 1984]. Therefore, the following

equation is obtained.

E[E[Xi(t+4t) | Xioi (1), Xi(t), X (1) 1]
=E[X{(t+41)]

*ME[X, l(t)]

At Dedlgry )

14,4t
n+1

+E[X(V)] (7)

Lhdipry 1-1d bk 1)

After we subtract E[ X;(t)] from both sides
of equation (7), if we divide them by 4t and
take the limit on A4t, we will have the

following differential difference equation:

lim B +40 ]-E[X(W)] _ dE[XW)]
4t S dt

4t-0

_ (-1 A
=7 ElX ()]

D sy 1)

A 1
(n+1 + o ) E[Xi(t) ] (8)
Substitute E[Xi(t)] with Yi(t) and let A,
and g, be A and g Then, equation (8) can be

rewritten as

Y1) =a(i—1) Y () +pG+1) Yi(t)
—(a+m) 1Y(1), 8")

where Y, (t)=dY.(t)/dt, a=A/(n+1), and i
=23
to the equation that Quitzow and Klopprogge

b—1, =k. This equation is similar

(19807 derived in terms of pages considering
both insertions and deletions for the B—trees
model.

When i=1 or i= b, we can derive equation

(9) or (10) using a procedure similar to that
used In equation (7) through (8) to derive
equation (8").

Y (V) =2pY,(1) — (@ + ) Yi(1) 9

Y, (U=a(b—1) Y,-(t)
—(a+p) b Yy(t) (10)

If an insertion occurs on one of the CI',
then a CI" splits. When this happens, half the
records remain in the split CI, and the other
half move to a new CI within the same CA or
to that in a different CA, depending on space
availability. As a result of the split of one of
the CI%, two Cl's are generated. Therefore,
when 1=k, this CI split effect 1s added to the

differential equation in the following way:

Yk,(t):a(k*l) Yk—l(t)+ﬂ(k+1) Yisi(t)
—(a+1) kY, (t)+22 b Y,(t). (11)

The solution for the system of differential
difference equations given in equations (8")
through (11) can be obtained by an initial
condition method. Consider a database that
was initially created with n, fixed-length
records. Let F(0) denote the total number of
Cls assigned when £ number of records are
nitially loaded into a CI, where £ is called the
loading factor. Since each CI has & records on

file creation, 1t allows that F(0) equals to [ny/

&). The initial conditions(i.c.) that reflect this

fact can be set up by

Yi(O):O

fori1=¢£
otherwise. (12)

Equations (8”) through (11) can be repre-



sented as a normalized system of b first-
order, linear equations. These equations form
an initial condition problem with given initial
conditions 1n equation (12).

This initial condition problem can be repre-

sented 1n a vector form;

Y ()=A) Y(1), (13)
L.C.
- Y(0)=[00 - F(0) -+ 007,
where
YO =[Yi(t) Yu(t) - Y,()]"
and
" lrow
-8 2u 0 1
a —28 3u 2
(i—=Da —18 (+1)y i
A=

(k—=Da —kB k+1)p 2ab|x

(b—1a —b8 b
where ¢=4/(n+1), f=a+p and n=n(t).

The solution procedure of equation (13)
requires the total number of records in the
database. The fact that n is the function of
time makes getting the solution difficult. n(t)
can be obtained by solving the following

ordinary differential equation.

dn

aTZ/i—un (14)
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Equation (14) indicates that insertion incre-
ases, and deletion decreases, the number of
records in the system. The general solution of

this equation is given by

n=A/u+C exp(—put), (15)

where C is an arbitrary constant that should
be determined by the initial condition. As the
database was created with n, records initially,
we can decide C using the imitial condition; 1.
e., when t=0, C=n,— A/ Using this constant
C, we can determine the particular solution of

equation (14).

n=A/p+(ny—A/p) exp(—put) (16)

The system of differential equation (13)
could not be solved in an analytical method,
because n 1s a function of time and so is the
A matrix. Numerical method is used to obtain
the solution of this equation, and the simu-
lation package SLAM 1 has been used for
this purpose. SLAM T uses Runge-Kutta-
Fehlberg(RKF) algorithms to integrate the
equations| Pritsker, 1986]. The RKF method
1s particularly useful if certain coefficients in
the differential equation are empirical func-
tions for which analytical expressions are not
known, and hence for which Initial series
developments are not feasible. This method
provides the specific capability of numerically
integrating a system of first-order ordinary
differential equations such as equation (13).
Using this package, the time history of Y(t)
for a given equation for Y'(i) is obtained.
This 1s accomplished by considering Y(t) as a

function of the derivatives of Y(t) using a



78

Taylor series expansion. The values of Y(t)
can be estimated by evaluating the Y’ (t). Let
Fi(t) be the solution of equation (13), then
the minimum number of CIs required to

accommodate the records 1s given by
b .
CIm.n=1§!l 1 Fi(t)/b. 17

Using Cl,,, utility of the file, U(t) can be
calculated. Utility represents that portion of
the file that is utilized or being used
efficiently. Therefore, maximum value of U(t)

can be obtained as follow:
b . b
U(t) :1;1 1 Fu(t)/(bigFi(t)) (18)

Equation (18) shows that at a given time,
utilization of a file depends on the CI capacity

and the total number of Cls.

II. Numerical Experi-
ment

The previous section focusses on developing
a model that describes the behavior of a
physical database in a VSAM file. The model
considers that the database 1s built up through
both insertions and deletions of records.

Consider a database that has 50,000 records
nitially. This size of this database file is small
to medium by conventional commercial stan-
dards. The two key parameters that deter-
mine the evolution of the physical database
system from state to state are the record

arrval rate to the database and the deletion

rate of records from the database. In the
development of the model, the arrival rate per
period has been assumed to be distributed as a
Poisson random variable, and the deletion
time distribution per record has been assumed
to be exponentially distributed. For the num-
erical experiments, it 1s assumed that the
arrival rate of records to be inserted into- the
database 1s 200 records per period. The unit
of a period is assumed to be one hour. Each
record is assumed to be deleted at a rate of
0.001 per period. This means that if there are
N, records in the system, the rate at which
records are deleted is 0.001 N,, and this rate
Is changed as the number of records in the
system is changed over time. The choice of
the values of the insertion rate and deletion
rate combination is based on the assumption
that the database grows over the time hor-
zon. Besides the two parameters mentioned
above, two other parameters are considered:
CI capacity sizes, and the range of loading
factors for a given CI capacity size. In
performing the numerical analysis, a finite set
of parameter values 1s considered to be tested.

The growth of a database over time from a
given initial state is illustrated in Figure 1 for
different CI capacity values when A=200, =
0.001, and Ny=50,000. To find the effect of
the CI capacity sizes, three different sizes are
9, 15, and 21.

Numbers here indicate the maximum number

used in the experiment:

of records per CI and these numbers can be
changed to any numbers from 3 to 21, for
example, for the proper comparison consi-

dering both the size of a Cl and the moderate



size of each record. To set up the same initial
condition in the analysis, the number of
records to be Ivaded nitially are arranged as
6, 12, and 14, respectively, yielding same
utility value of 0.6667. Under this initial
condition, the total initial number of Cls for
each database is 8,334, 5,000, and 3,572,

Number of Cls(Thousands}
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respectively. As can be expected, the number
of Cls increases as time ncreases and the
number of Cls in the file with small capacity
increases faster than the others. However, the
relative Increases in the total number of Cls,
compared to the mitial number of Cls, are

similar for all files.

20

! 1 | 1

0 ; I 1 1
0 50 100 150 200

250 300 350 400 450 500

Time(hours)

—— Capacity=9

—+— Capacity=15

~—¥— Capacity=21

Figure 1. Growth of the Cls for three different Cl capacity sizes

The file sizes are doubled at time 400 hours
regardless of the CI sizes. Another com-
parison of the behaviors of files with different
Cl capacities 1s shown in Figure 2, which
depict the utility changes over the time
horizon for each file.

As indicated, the time horizon can be divided
into three parts according to the relative
pattern of utilities of the files. In the early
stage of the file life, utilities increase
continuously until they reach their maximum

utility values at a time between 60 hours and

70 hours, and decrease thereafter. The greater
the Cl capacity, the higher the utility values,
until the time about 170 hours. At this pont,
utility values for all files become almost the
same with a value of 0.69. After this time, the
utility patterns change. Utility is higher for
the file that has a smaller CI capacity until
the time 300 hours. After the time 300 hours,
the file with the greater Cl capacity has
higher utility values again. What can be
obtained from these observations is as follows.

First, the utilities are greater than the initial
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Utihity

0.8

0.75

0.7

0.65

0.6 1 1 i 1 | H ] | i
0 50 100 150 200 250 300 350 400 450 500
Time(hours)

—— Capacity =9 ~t— Capacity=15  —¥— Capacity=21
Figure 2. Utility changes for three different Cl capacity sizes

utility until the time of 300 hours, Thereafter,  initial utility; ie., file utilization deteriorates

they decline to a value less than that of the  after the time of 300 hours. Second, if the

Number of Cls{Thousands)

12

10

0 [} 1 H () (] H I 1 1

0 50 100 150 200 250 300 350 400 450 500
Time(hours)

——L=9 —+L=10 =% L=11 & L=12 ¢ L=13 - L=U14
Figure 3. Effect of loading factors on the total number of Cls in a file




utility 1s a measure of the efficient file use
related to the CI size, the optimal CI size will
be a function of time. Although the choice of
favorable CI size is a function of time, if the
length of the time period and the magnitude
of the utility differences among the different
files of different CI sizes are considered, one
would recommend the use of the large CI size.
This conclusion can be supported also by a
comparison of the total number of Cls in each
file as follow. The increase in the total
number of Cls during the 500 hours period for
the file with b=9 is 10,526 and for the file
with b=21 1s 4,259. This indicates that the
file with b=9 experienced more costly CI
splits and occupied more space than the file
with b=21. To see how the file behaves for
the different loading factors, an experiment

Utility
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was given with initial loading of 9, 10, 11, 12,
13, and 14 records for the file whose CI
capacity 1s 15. It seems evident that, if
smaller loading factor 1s used, greater number
of Cls 1s required. However, this is true only
for the file that has a short life time. If the
file life 1s long enough( >400 hours), the total
number of Cls becomes almost the same
regardless of the loading factor(Figure 3).

A similar situation could be obtained for the
utility analysis. At the initial stage of the file,
it 1s difficult to predict the relationship
between the utility and the loading factor.
However, when the time period becomes long
enough, the utilities of all cases converge to
one value. The utilities become about 0.67 at
time 300 hours and about 0.65 at time 500

hours for all cases(Figure 4).

0.9

0.81

0 50 100 150 200

300 350 400 450 500

Time(hours)

— L=9 ~+L=10 % L=11 & L=12 > L=13 —-[L=14

Figure 4. Effect of loading factors on the utility of a file
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Number of Cls(Thousands)

10
8 -
6 =
4 -
2 -
0 I
1
Cl with i Records
B Time0 Time 100 ] Time 200
Time 300 Time 400 T3 Time 500

Figure 5. CI spreading pattern over the entire Cl's after initial loading

These results suggest that loading factor does
not influence the file status much if the file
has a long life time.

The distribution change of the number of
Cls over the CI's was examined for the file
whose CI capacity is 9. This experiment shows
how the file structure changes over time for
the given -parameter values. At the file
creation time, records are loaded with a
loading factor 6; so, Xs(0) is 8334 and X.(0)
(1<i<9, i#6 ) are zero. After the loading
time, the number of Cls is spread over the
other Cl's as a result of records insertions and
deletions and CI splits. Figure 5 shows that, at
time 100, X;(100) is even bigger than X
(100) and retains the bigger values over the
entire time horizon. The reason for this is that
X,(t) has an extra increasing source from the

CI splits. When the time period becomes big

enough, X/(t) (1<i<4) begin to grow
significantly and, before time 400, X.(t)
becomes even bigger than X,(t) and Xy(t).

This situation indicates that file utilization
decreases with the increase in the number of
Cls that contains a smaller number of records.
Both the increase in the number of total Cls
and the decrease in utility remains as the
evidence of file usage deterioration with

increasing transactions on the database.

IV. Conclusion

The structure of the VSAM file under
records insertion and deletion is changing
dynamically with time. Birth and death
process made it possible to describe the
change of the Cls.

dynamical status



Experiment results of the VSAM file shows
the followings . First, the greater the CI
capacity, the higher the utility value. Second,
the optimal CI size 1s the function of time if it
1s determined based on the utilization of a file.

Third, loading factors do not have influence
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on the utility much. Finally, if the file hfe is
long enough, the file utility is deteriorated.
The last fact suggests a need for a
mechanism, such as a file reorganization, to

preserve a file in the good usage condition.
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