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Abstract

This study is concerned with thd scheduling problem for mixed-model assembly lines in Just-

In-Time(JIT) production systems. The most important goal of the scheduling for the mixed-model

assembly line in JIT production systems is to keep a constant rate of usage for every part used

by the systems.

In this study, we develop two heuristic algorithms able to keep a constant rate of usage for

every part used by the systems in the single-level and the multi-level. In the single-level, the

new algorithm generates sequence schedule by backward tracking and prevents the destruction

of sequence schedule which is the weakest point of Miltenburg’ s algorithms. The new algorithm

gives better results in total variations than the Miltenburg’s algorithms. In the multi-level, the

new algorithm extends the concept of the single-level algorithm and shows more efficient results

in total variations than Miltenburg and Sinnamon’s. algorithms.

1. Introduction

The number of manufacturing firms worldwise
take a step to adopt a type of multi-product, small-
lot-sized production. Considering the present busi-
ness circumstances faced with various difficulties,

it is strongly required to establish a production

system which can do practically effective and flexi-
ble multi-product, small-lot-sized production( 1,
61.

JIT production concept can simply be described
as the production of one unit in a process to be
incorporated just in time into a subsequent process
[19]. Monden[8] explained JIT production as to
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produce necessary units in necessary quantities at
the necessary time. The purpose of JIT production
systems is to produce a unit in such a way that
there is only one unit of work on process and mini-
mum stack of finished goods in inventories. There-
fore, unnecessary inventories a ‘collection of trou-
bles and bad causes’ [17] will be eliminated. Based
on this idea, only those goods sold should be pro-
duced and replaced[12]. JIT production systems
employ a combination of several elements. These
elements include smoothing of production provi-
ding for process flexibility and versatility, standar-
dization of jobs, and utilization of an ordering and
delivery system called kanban(4]. The smoothing
of production is the most important condition for
production by kanban and for minimizing slack time
in regards to manpower, equipment, and work-in-
process[13]. If the subsequent process withdraws
parts in a fluctuating manner in regards to time
or quantity under the production rule of JIT concept
and there are many sequenced processes, the va-
riance of the quantities withdrawn by each subse-
quent process may became large. In order to pre-
vent such large variance in ali production lines.
an effort must be made to minimize the fluctuation
of production in the final assembly line[151.

The JIT production systems often uses mixed-
model assembly line for a multi-product,” small-lot-
sized production which helps satisfy various types
of customer demands without holding large inven-
tories. The effective utilization of mixed model as-
sembly line requires that the following problems
must be solved(9]:

1) Determination of line cycle times,

2) Determination of the number and sequence
of stations on the line.

3} Line balancing.

4) Determination of the sequence scheduling for
producing different products on the line. _

This study deals with the fourth probiem. Deter-
mination of the sequence schedule for producing
different products on the line depends upon the
goals of the company. There are two possible goals
[13]:

1) Levelling the load(iotal assembly time} on
each station on the line,

2) Keeping a constant rate of usage of every
part used by the line.

Under the JIT production systems, the variations
in production quantities or conveyance times at
preceding process must be minimized. Also, their
work-in-process must be minimized. To do so, the
quantity used per hour for each part in the mixed-
model .assembly line must be kept as constant as
possible. Therefore, in this study. the second goal
is considered. Although both goals are important
and need to be considered for all mixed-model as-
sembly line, the second goal is considered to be
more important for JIT production systems.

The problem which determines the sequence
schedule of products in multi-level mixed-model
assembly line is divided into two cases by part re-
quirements. That is,

1)} The Single-Level Problem{products with si-
milar part requirements)

It is assumed that products require approxima-
tely the same number and mixing of parts. Thus,
a constant rate of part usage can be achieved by
considering only the demand rates for the produ-
cts.

2) The Multi-Level Problem(products with diffe-
ren{ part requirements)

It is assumed that products require quite diffe-

rent number and mixing of parts. In this case.
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a constant rate of part usage can be achieved by
considering both the demand rates for the products
and those for the resulting parts.

Monden[1983] described a Goal Chasing Method
which is able to keep a constant consumption rate
of each part for the mixed-model assembly line
composed of final assembly line and sub-assembly
line. Miltenburg(1989] developed a number of
heuristic algorithms which are able to keep a cons-
tant rate of usage for all parts in the singel-level.
Miltengurg' s algorithms often generated the dest~
ruciton of sequence schedule. Therefore, an addi-
tional procedure for rescheduling must be included
in Miltenburg’ s algorithms. Park[1989] developed
several algorithms which are able to keep a cons-
tant consumption rate for all parts used by the‘mu-
Iti-level mixed-model assembly line in the cases
of part mixed-usage and nc-part-mixed-usage.
Park’s algorithim could not perfectly prevent the
destruction of sequence schedule. Miltenburg and
Sinnamonl[ 19891 developed heuristic algorithms
which are able to keep & constant rate of usage
for all parts in the multi-level mixed-model assem-
bly line. Miltenburg and Sinnamon’s algorithms
could not effectively reflect the status of future sta-
ges.

A four-level mixed-model assembly line is consi-
dered in this study. Figure 1 shows the schematic
of a four-level mixed-model assembly line. Raw-
materials(R. M.) or purchased parts and fabricated
into components(COMP) combined into sub-asse-
mblies. Sub-assemblies(SAL) are assembled into
products(PRO) on a mixed-model final assembly
line.

The objective of this study is to develop the two
new heuristic algorithms-for the single-level and

. the multi-level scheduling problems. The one aite-

level 1

level 2

level 3

level 4

Fig 1. The four-level mixed-model assembly line

mpts to prevent the destruction of sequence in the
single-level, the other will extend the concept of
the single-level algorithm to the muiti-level sche-
duling problem.

2. The Single-Level Problem
2-1. Mathematical Model

The notations used in the single-level are as fol-

lows :

k : stage number(k=1,2,-,Dp)

d : demand for product ii=1,2, -, 1)

Dr © total demand of all product
DT = 2 di

1 - desired proportion of product i.
L= di/ Dr

xx . total production of product i over stages
liok

sx = 1. productibeing produced during stage
k
0. otherwise

z - desired number of product i(i=1,2,-,
n). z=Ck - ds}/Dr

my - the nearest integer point to Zi.

I I ™ Zy | g_l,"'rz

M, . set oI mi.
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M= (mu ma Mee - Ma)
Zy . set of zy.
Zv=(zn s 2a " Zu)
X, ¢ set of xu.
Xo=(xu Xex Xse ~" X
kwe - the sum of mu for product i in stage k
Kmk=?'-__-lmn<

G - value of ma at the latest hase stage k

In the JIT production systems, only one product

can be produced during each stage. Thus,

[

Zse=1, foral k

Therefore, Xz and k are as follows :

X n
Ko = X% Sije k=X =x
i=1 i=1

The objective function can be one of the following

equations[9].
I n
Min kg;r gl(xik/k_ri)z ........................... (1)
DT n
Y €
N Oy 0
Min ké:l El I Xik/k_l’i | e (3)
Df‘n
Min kEI Ei | K~k | ........................... (4)

These cbjective functions seek to minimize the
variation of the actual production from the desired
production. The objective functions (1) and (3)
try to keep the actual proportions of the production
mix(xy/k} close to the desired proportions(ry) at
all times(k). The objective functions {2) and (4)
attempt fo keep the actual number of units produ-
ced(xa) close to the desired number of units(kr,)
at all times(k). Both of the objective function (2)
and (4} are considered to be reasonable and ade-
quate to the single-level scheduling problem. In

this study, the objective function (2) is adepted.

The single-level scheduling problem can be for-

mulated as follows -
Min % T (xa—kr)?
k=1 i=1
Suta éfﬁt: k {k=1,8, D) --eeeereresemmeens (5)

Xx 1S nonnegative integer

Constraint (5) means only one product can be

produced during each stage.

2-2. Development of Heuristic Algorithm

In the single-level, we can achieve a constant
rate of part usage by considering only the demand
rates for the products.

The sequence schedule by Miltenburg's algori-
thm is frequently destroyed because it does not
consider the status of future stages. Therefore,
it is necessary for another procedure to resoive
the destruction of sequence schedule. and hence
many addtional calculations are required.

As only one product can be assembled during
one stage, k products must be produced during
k stages. The sum of the nearest integer point(k..)
in k stage must be the same as production quantity
(k) during k stages. If ku is different from k,

ms should be adjusted.

k—kn=0—> Adjustment is not needed.
’Vk“ k< —> Decrement of mg is required.

l

Lk—kno>0— Increment of mu is required.

Because adjustment of my must be performed
without considering the statis of future stages.
the sequence schedule generated by Miltenburg’ s
algorithm is frequently destroyed. In an attempt
to resolve these problems backward tracking from

the base stage which has the value of k—kKm: iz
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0. The single-level scheduling algorithm is propo-

sed as following.

Heuristic Algorithm for The Single-Level

Step 1. (Initialization)
k=1.
Step 2. (Determination of the base stage k)
(1) Find the nearest integer my o each
zae | ma—za | <12,
(2) Calculate k.
Step 3. k—ka=0 j=0, Go to Step 5.
k—ku=0 =141, Go to Step 4.
Step 4. (Adjustment of my by the value of k—
Ko
(1 ¥ k—kn<0 then
1) Find m; with the largest value of
My — Zx AMONg My g
2) Decrease the value of this ma 3 ma
=ma— L.
Else if k—kw>0 then
1) Find my with the smallest value of
e — 2
2) Increase the value of this ma 3 me—
mz+1.
End if
(2) Go To Step 8.
Step 5. (Backward tracking for determining seque-
nce schedule)
1=0 Go to Step 7.
<0 j=j+1, Go To Step 6.
Step 6. (1) If mg with ma<lmi—p exists then
U mg—p=mk—)— L
2) Find ma-p with the smallest m-p
= Zi(k—a {iFt)
3) ma—p=ma—p+ 1
End if
(2) 1=1—1:j=j+1: Go To Step 5.
Step 7. Schedule product i with mig—j+n->Mmg—p at

stage k—j+1. j=j— 1. Repeat Step 7 until
=0.

Step 8. (Investigation of stopping condition)
k<Dr k=k+1, Go To Step 2.
k=Ds Stop.

2-3. Numerical Example

There are 3 products(n=23) with demands D=
(6, 6, 1) to be assembled on a mixed-mode] asse-
mbly line. Therefore, the vector fo demand ratios
is r=(6/13, 6/13, 1/13). Miltenburg’s algorithm
gives the following partial schedule shown in Table
1. The sequence schedule -is destroyed at stages
6 and 8. At both stages 6 and 8, the numeric —3
of the sequence schedule represents the production
of —1 unit of product 3. Production completed
in the previous stages cannot be canceled. Thus,
the sequence schedule is destroyed. Therefore,
Miltenburgs algorithm requires another procedure
for rescheduling.

The steps for the new algorithm at stage k=2
in numerical example are ilistrated as follows :
At stage 2:

Step 2. Z,=(12/13, 12/13, 2/13), M.=(1, 1,

0} and ke2=2
Step 3. k—ka.2=0(stage 2 is base stage). j=0

Table 1. Sequence schedule by Miltenburg’s algori-

thm
Sequence Lo
k Xk Schedule Variation
b5 221 3 L5630
5 330 1, 2, -3 .3185
7 331 3 L3185
8 | 440 1,2, -3 .5680
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Stepb. 1=1, j=j+1=1

Step 6. me<lma does not exist. 1=1—1=0 and
j=it1=2

Step5. 1=0

Step 7. mu>my, product 1 is scheduled at
stage 1.
%=(1,0,0), j=ji—1=1
Mz >y, product 2 is scheduled at
stage 2.
X.=(1L, 10, j=j~1=0

Step8. k=2<Dy=13, k=3

Table 2 gives the complete sequence schedule
by the new algorithm. In Table 2, the rest of se-
quence schedule can be completed in the same ma-
nner with stage 2. The sequence schedule which
is generated by the new algorithm is not destroyed
as shown in Table 2. The result shows that the
number of calculations of sequence schedule are

reduced in comparison with Miltenburg's algori-

Table 2. Sequence schedule by the new algorithm in

the single-level

k Xk gii;gﬂfee Variation

1 100 | 1 5088

2 | 110 | 2 .0355

3 | 210 &1 P 5799

a | 220 | 2 | 1420

5 | 320 ¢ 7219
I 3 330 i 2 3195
T s s .3195
8 | 341 2 7219
Lo | aar 0y 11420
10 L 451 1 2 .5789
i ssa L 0355 |
12 s | 2 . .s088
13 B 61+ L .0008 |

thm because the new algorithm can prevent the

destruction of the sequence schedule.

3. The Multi-Level Problem

3-1. Mathematical Model

The notations used in the multi-level are as fol-

lows -
k

i

[#h

da
tiin

DT,

T

Xk

ATy

stage number(k=1,2,--,DT,)

level number{1=final-assembly, 2==sub-
assembly, 3=component, 4=raw-mate-
rial}

number of outputs at level j(j=1,2,3,
1)

demand for product ili=1,2,-, ny)
number of units of output i at level j used
to produce one unit of product 1(i=1,
2.5 52,345 1512, 00)
demand for output i at level j

&= h§: tyi ¢ dm

total demand for production at level j

DT,= ) _ﬁ: d

proportion of level j production devoted
to output i. =dy/DT;

number of units of product i produced du-
ring stages 1,2,:, k.

number of units of cutput 1 at level ] pro-
duced during stages 1,2, ", k. Set x;,=
0

Ly
Xiik:tgl T " Ran

total production at level j during stages
19 20 Ty k-

XTy= ?’;‘ i
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zn - desired number of product i(i=1,2,-,n
1) Zik=— (k du)/DTl

my . the nearest integer point to zak.
P~ Zox | <U/2
X o set of Xk sz(Xm Kok Kok "7 Kot
M, ¢ set of mye M= (mun men muy M)
2y Doset of zae Z=(zin Zow Zan " Zand)
Ny . set of feasible sequence schedules at stage
k.
ke - the sum f my. for product i in stage k
L §
kmk=_=:1 sk
Va ° the variation when product i is produced
at stage k
4
Vikz Z ﬁu‘k
=1

ﬁilk = (Xu(k—l} - kl’u)z"' et (Xil(k—l) - kr11)2+
+ (Xm(k- o krnl) 2

Ba = hZ_:i £ (Xm(k— ut b

— (XTjo-nt a1 ?
for j>=i where a;= E}l thi

The objective function can be one of the following

equations[10].
DTy 4 n

Min &' 2 E (xg—XTj* 1p)? eemereressrvness 6)
k=1 j=1i=1
DT n

Mln 21 i El I Xijk_ijk T I ............... (7)
k=1 j=1 i=1
DT 4 ny

Min kzll pal E (Xuk/XTjk 1'.,) (8)
S 21
DT, 4 n

Min El Z Izl i xiji/XTjk_rijI ............... (9)
k=1 j=1i=1
BT, 4

Min ' X T (xp—dy » K/DTy)? wooveeveeees (10)
=1 =1

The object functions (6) and (7) will keep the
actual number of units produced{xz) close to the
desired number of units(XTy - ry) at all times. The
objective functions (8) and (9) ensure that the
product mix{x;/XTs} is close to the desired propo-

rtions{ry) at all times. Since the stage length is
fixed, we may view k/DT, as a measure of the
elapsed time, so that the objective function (10}
is minimized when the production of each indivi-
dual output proceeds at a nearly constant rate.
The objective functions (6) and (7) are very simi-
lar. In this study, the objective function (6} is
adopted. To compare the objective functions (6)
and (8), it is useful to consider the expressions
% — XTy * 1; and xp/XTi— 13- The former necessi-
tates the approximation of a fraction by an integer
aﬁd so should be of the order of 1. The latter
is of the order of 1/XTy. Since XT, increases as
k does, we can see the latter terms will contribute
less to the overall deviation in the schedule than
the earlier terms. The division of responsibility
between levels in the objective function (6) is more
clearly defined when it is compared with the objec-
tive function (10).

The multi-leve]l scheduling problem can be for-

mulated as follows -

BTy 4

Min Z‘. 5 3 {xp—XTs - 1y)°

=1 j=1i=1

sot. XTu=k Kk=1,2,7, DTy seereeerremenrss 1
ngm_.xu(k_ngl ........................... (12)
(i=1‘ 29“““1 ; k:l’ 2)"-’DT1)

X 18 nonnegative integer.

Constraint (11) ensures that exactly k products
are scheduled during k stages. Constraint (12)
ensures that it is not possible to schedule less than
zero units, more than one units, or fraction of
a unit of any product. That is, for each product
i, either one unit scheduled in a given stage or
it is not scheduled at all.

3-2. Heuristic Algorithm

In the multi-level, we can achieve a constant
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rate of part usage by considering both the demand
rates for products and those of resulting parts.
If all possible sequences are investigated, we
can determine optimal sequence schedule. Howe-
ver, this total enumeration method does not work
well for large problems[20]. Therefore. we will
investigate other scheduling algorithms. In deter-
mining of sequence schedule of products, the con-
dition of present stage will affect the status of fu-
ture stages. Therefore, we can obtain better resu-
Its with considering the status of future stages.
In this study, a new algorithm for the multi-level
extends the concept of the base stage in the single-
level algorithm. At the stage which satisfies the
condition of the base stage. the sequence schedule
is determined by considering the present stage and
the next two stages. And at the stage which does
not satisfy the condition of the base stage, the se-
quence schedule is determined by considering the
present stage and the next stage. The multi-level
scheduling algorithm is proposed as following.
Heuristic Algorithm for The Multi-Level
Step 1. (Initialization)
k=1
(Determination of the base stage k)
(1) Find the nearest integer myx to each
Zoe | mi—zn ] <1/2.
(2) Caleulate K
(3) ¥ kw=k then
Go To Step 3.
Else
Go To Step 4.
End if '
{Investigation of the existence of the feasible

Step 2.

Step 3.
sequence schedule among N equivalent to
M. of the base stage k)
If the feasible sequence schedule equivalent

Step 4.

Step 5.

Step 6.

to M, of the base stage k exists then
Go To Step 5.

Else
Go To Step 4.

End if

(Determination of the sequence schedule

for stage k by considering stage k and stage

k+1

(1) Calculate the variation(Vy) when pro-
duct i is scheduled in stage k.

(2) Calculate the variation(Visp) when
product j is scheduled in stage k+1 un-
der the status of producing product i
in stage k.

(3) Calculate Va+ Vs

(4) Schedule the product i with the lowest
variation{Vu+Via+n} for stage k.

(5) k=k+1: Go To Step 6.

(Determination of the sequence schedule

for stage k by considering stage k, stage

k+1 and stage k+2)

(D Caleulate the variation(Va) when pro-
duct i is scheduled in stage k.

(2) Calculate the variation{Viw+n) when
product j is scheduled in stage k+1 un-
der the status of producing product 1
in stage k.

(3) Calculate the variation(Viq+» when pro-
duct | is scheduled in stage k+2 under
the status of producing product 1 in stage
k and product j in stage k+1.

{(4) Calculate Vot Vi + Vs

(5} Schedule the product i with the lowest
variation
(Vat Vigsn+ Vigs) for stage k.

(6) k=k+1.

(Investigation of stopping condition)
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¥ k<DT, then
Go To Step 2.
Else
Stop.
End if

3-3. Numerical Example

There are 3 products with demands D=(8, 6,
1) to be assembled on a mixed-model assembly.
Table 3 gives the part requirements of cach product
in each level.

The steps for the new algorithm at stage k=2
in numerical example are illustrated as follows -
At stage 2°:

Step 2. Z,=(12/13, 12/13, 2/13), M,=(1, 1, O)
and kw=2, k—kn=0
Step 3. N:={(L, 1, 0, (0, 2, &, (0, 1. D}
A feasible sequence schedule equal to M, of the
base stage 2 exists.
Step 5. Ve=7.229
V.= 18.962
min(V Vo, Vo) =V5=28.918,

Table 3. The part requirement of each output in each

levet

product (j=1}

1 2 3

sub- Do 1 0 0

assembly 2 1 1 1

{j=2} 3 0 0 4

1 1 0 4

component 2 2 1 1

{j=3) 3 1 1 1

4 G ¢ 16

raw- 1 1 0 20

material 2 2 1 17
(i=4) 3 2 1 5 |

VitV =47. 880
Vn=15.595
min(Viee Voo Vi) =V5=28.478,
Vot Vo =44.073
V= 180. 73644, 073 -+ fathomed
min(Ve+ Vot Vi VotVatVa)=
Vit Vig+ Vi =51. 302
Vz=9.034
Vis= 15,595
min(Vie Vao Vo) =Vu=28.478,
Vig+ Vo, =44.073
Va=20.326
min{Vies Vo Va) =V =28.478,
Va+V,,=48.804
Va=196. 009>44. 073 --- fathomed
min{Vp+ Vit Vas VootV tVid =
Vot Vit Vu=53. 107
Vau=225.876->51. 302 - fathomed
min(Ve+Vi+ Ve, VatVi+Va)=
Vit Vit Vor=51.302
Product 1 is scheduled at stage 2. X.=(1,
1, 0. k=3

Table 4 gives the complete sequence schedule
by the new algorithm. In table 4, the rest of seque-
nce schedule can be figured out in the same manner

with stage 2.

4. Evaluation of Algorithms
4-1. The Single-Level

In an attempt to evaluate the new algorithm for
the single-level, we compare it with the Milten-
burg’s heuristic algorithm 1 and 2. The unmber
of products are given to 3, 4 and 5. The demands
for products are randomly changed from 1 to 100.
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Table 4. Sequence schedule by the new algorithm in

the muiti-level

Sequence
Schedule

7?
ad
x

Variation

2.258
7.229
15.585
28.478
43.391
65.065
65.065
43.391%
28.478
15.585
7.229
2.258
0,000 ]
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In each case which is divided by the number of
products, 20 problems are considered to compare
each algorithm. Table 5 gives the results of the
comparison. Total variations of each case are the
averages of total variations of 20 problems. Not
only the new algorithm can prevent the destruction
of sequence schedule, but also shows better results

in total variations than Miltenburg’s algorithms.

4-2. The Multi-Level

In order to evaluate the new algorithm for the
multi-level, we compare it with Miltepburg and
Sinnamon’ s heuristic algorithm 1 and 2. The num-

ber of preducts are given to 3, 4 and 5. The dema-

nds for products are randomly changed from 1 to
10 and the part requirements for the level 2, 3
and 4 are randomly changed 1 to 5. In each case
which is divided by number of products, 20 prob-
lems are also considered to compare the new algo-
rithm with Miltenburg and Sinnamon’s algori-
thms. Table 6 gives the results of the comparison.
Total variations of each case are the average of
total variations of 20 problems. The new algorithm
shows much better results in total variations than

Miltenburg and Sinnamon's algorithms.

5. Conclusion

This study is concerned with the scheduling pro-
blem for mixed-model assembly lines in JIT produ-
ction systems. The most important goal of the
scheduling for the mixed-model assembly line in
HT production systems is to keep a constant rate
of usage for every part used by the system.

In this study, we develop two heuristic algori-
thms which are able to keep a constant rate of
usage for every part used by the system in the
single-level and the muiti-level. In the single-level,
the new algorithm generates sequence schedule
by backward tracking and prevents the destruction
of sequence schedule which is the weakest point
of Miltenburg’s algorithms. The new algorithm
gives better results in total variations than the Mil-

Table 5. Totolvariation of each algorithm in the single leve!

number of new Miltenburg's Miltenburg's
} products algorithm algorithm 1 algorithm 2
i 47.57 49,67 47.40
4 | 85.80 89.55 86. 12 |
i 5 i 137.20 144.26 | 137.27 |
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Table 6. Total voriations of-each algerithm in the multi level
Aumber of new Milte;burg ' Milter?burg |
products algorithm and Sinnamon's and Sinnamon S
algorithm 1 algorithm 2 !
- {
| 3 249.52 329.09 258.28 !
. 4 274,15 333.65 280.24
; 5 280.03 408.79 300.05 !
]

tenburg’ s algorithms. In the multi-level, the new
algorithm extends the concept of the single-level
algorithm and shows more efficient results in {otal
varjations than Miltenburg and Sinnamon’ s algori-
thms.
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