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On the Law of the Iterated Logarithm
without Assumptions about the Existence of Moments

for the Sums of Sign-Invariant Random Variables

Dug Hun Hong*

ABSTRACT

Petrov (1968) gave two theorems on the law of the iterated logarithm without
any assumptions about the existence of moments of independent random variables.
In the present paper we show that the same holds true for sign-invariant random

variables.

1. Introduction

Most.of the known results concerning the law of the iterated logarithm and its
generalizations are obtained for a sequence of independent random variables which
have finite variances or which are even bounded. Petrov (1968) proved two theorems
on the law of the iterated logarithm without any assumptions about the existence
of moments of independent random variables. In the present paper I shall prove

same theorems for the case of sign-invariant random variables.

Definition. The sequence {X,} is sign-invariant if every finite dimensional

d.f. of the sequence is invariant under any changes in the signs of the {X,}.

It is obvious that a sequence of independent random variables with a common
d.f. F(x) is sign-invariant if and only if F(x) is symmetric, i.e., every one-dimensional

d.f. is invariant under changes in signs.

Now we consider the following model which is useful to study sign-invariant

random variables: Let F be a set of distributions on R' with the topology of weak
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convergence and let A be the o-field generated by the open sets. We denote by F°
the space consisting of all infinite sequence (Fy, Fy,---), F, € F and R{° the space
consisting of all infinite sequences (zy, z2, ---) of real numbers. Take the o-field A°
to be the smallest o-field of subsets of F{® consising all finite - dimensional rectangles
and take B{° to be the Borel o-field of R{°. Let w = (F}{*, F}*,---) be the coordinate
process in F7° and v its distribution on A§°. For each w define a probability measure
Py, on (R{°, B{°) so that P, = [[:2, F®. A monotone class argument shows that

Py(B), B € Bf°,is A{°- measurable as a function of w. so we can define a new
probability measure such that P (B) = [Py . Define the process X,, on
(R$°, Bg®) such that X,(z1,22, ) = 2, and set S’n = X1 +X5+4---+ X,. By the
definition of P,, X, are independent with respect to P,,.

Definition. Let (R$°, Bf°, ]3) be a probability space. Then P is called sign-

invariant if {X,,} is sign-invariant.
The following is due to Hong (1990).

Theorem 0. Let P be any sign-invariant probability measure on (R{°, B®).
Then one can determine v on F{° where F = {(é,+6_,) | y € R* U{0}} so that
P = P and Py, the k-th marginal of P is given by P = [ F¥v(dw), k=1,2, -

2. Results

Theorem 1. Suppose P be a sign-invariant probability measure on (R$°, B§©)
and {X,} is pairwise independent. If there exists a sequence of number {B,} such
that

B, T oo,

Bn+1

n

and

z

sup | P{S, < Bé T} — (2%)"%/ 6_% dt | = O[(loan)_l—‘s]

— o0
for some 6 > 0 as n — oo, then

Sn

P{im :
(2BrloglogBy, )

=1} = 1.
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Theorem 1 is a generalization of a result of Petrov (1968).

Theorem 2. Let {a,}, {bn}, and {c,} be sequences of positive numbers such

that a, < ¢,, ¢, 1 oo and there exists lim(b,/c,) = 7, say. We set

Y, = {Xn if | Xn| <an

0 if | Xa|> an.
Let
1<
P{limb—ZYk =1) = 1.
" k=1
If
3 Y P, < }
5 . 9 n>Tj,
7;1/lz|2an e
then

— 1 ¢
P{lim Z;Xk =5} =L

Proof of Theorem 1. Just follow the proof of [5, Theorem 1] using the

following lemma and the Borel-Cantelli lemma, for pairwise independent event ([2,

P76)).

Lemma. Let v be a probability measure on F{° where F = {3(6,+6_y |y €
Rt U {0}}. Then we have

p >z} < 2P{S, >z }.
p {11%11?5){71 Sp >z} < 2P{S, >z}

Proof. Since {X,} is independent with respect to P, for all w and each has

symmetric distribution, by Levy inequality for all w and for every =z,

> < > .
Pw{l?l?_%{n Sk >z} < 2P,{S, >z}

Then we have

P{max S >z} = /Pw{ max Si > z} v(dw)

1<k<n 1<k<n
< >z
< 2/Pw{11§1}§1§<" Sg >z} v(dw)

= 2P{S, >z} .
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Proof of Theorem 2. By Theorem 0, we have a probability measure v on
Fi° such that P = P and P{X, <t} = [ F(t) v(dw), k =1,2,.... Now

et 2
T
/E /H> PRy dP,{Xn <t} v(dw)
n=1"lz|Zan n
fo: _= d
= w w
/nzl/lzlztxn RN Y(z) v(dw)

= 2
E T
B de d
n=l //lflzan 2tz " (z) v(dw)
Z o dP
X, <t} < 7
n=1 /[I|Zan 22 42 { <t} 00

by assumption. Therefore, we have for v —a.e. w

oo 2
z

———dP, {X, <t .

;—:l /tlzavl 2 +c2 {Xn <t} <

Since {X, } is independent with respect to P, for all w, according to Theorem 2

[5], we have for v — a.e. w
_ 1 T
P,{lim — (v = = L
wilim =3 X =7} =1
k=1
Hence we have
— 1 - — 1< _
P{lim ZZAk = v} = /Pw{hm ZZX]C = v} v(dw) = 1.
k=1 k=1
This completes the proof.
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