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THE FEYNMAN INTEGRAL AND
FEYNMAN’S OPERATIONAL CALCULUS:
THE £(L:(R),Co(R)) THEORY

Joo Supr CHANG! AND GERALD W. JOHNSON

1. Introduction and Preliminaries

We begin by giving some of the notation which we will need. Let
R, C, C*, and C* denote the real numbers, the complex numbers,
the complex numbers with positive real part, and the nonzero complex
numbers with nonnegative real part, respectively. L,(R)(1 < p < o00)
will denote the measurable, C-valued functions on R which are pth
power integrable. Co(R) will denote the C-valued continuous functions
on R which vanish at co whereas C|a, b] will denote the R-valued contin-
uous functions on [a, b}, and Wiener space, Co[a, b], will consist of those
z in Cla, b] such that z(a) = 0. Integration over Cpla, b] will always
be with respect to Wiener measure m,,. Loo(R) will denote the mea-
surable, C-valued functions on R which are essentially bounded. More
formally, the elements of L,(R) and Loo(R) are equivalence classes of
functions, with ¥; and ¥, said to be equivalent if they are equal almost
everywhere (a.e.) with respect to Lebesgue measure. £(L1(R),Co(R))
will denote the space of bounded linear operators from L1 (R) to Cp(R).

In [2,3] Cameron and Storvick established the existence of an opera-
tor valued function space integral as an operator from L (R) to L,.(R)
for certain functionals. In [7] the second author and Skoug extended
the work [2] and obtained an existence theorem for the “Feynman in-
tegral” in the setting of the L(L1(R),Co(R)) operator valued function
space integral for more general functions. Furthermore, in [4] the first
author obtained stability results for the “Feynman integral” in this
setting.
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More recently [6], the second author and Lapidus established an
existence theorem for the Feynman integral as a bounded linear op-
erator on Lz(RV) where a general finite Borel measure 7 on (a,b) is
involved in the functionals rather than the usual Lebesgue measure
(W = F(fi sy 8(s,u(s))dn(s)) in place of y — f(fi, 5 8(s,u(s))ds),
for example). The theory in [6] is also used to make sense of Feyn-
man’s time-ordered operational calculus for noncommuting operators
in a specific setting natural for nonrelativistic quantum mechanics. In
[6], heavy use is made of the fact that both the space of functionals
involved and the space of operators, £(L2(RY)), are Banach algebras.
One of the interesting consequences of this work is that the Feynman
integral can be used to make sense of some aspects of Feynman’s op-
erational calculus apart from the Banach algebra setting; specifically,
in the setting of the £L(L;(R),Co(R)) Feynman integral.

We have not set out in this paper to give a complete development but
rather to indicate what is possible. We will discuss at the end of the last
section some ways in which our results can most probably be extended.
Various comments about Feynman's operational calculus will be made,
but we refer the reader to [6] for a more detailed discussion.

Some of our proofs are not too much different from proofs already
in the literature. Where this occurs, we tend to be brief and to give
appropriate references. The proof of Theorem 2.1, on the other hand,
is not easy and some of the difficulties involved do not seem to be
treated elsewhere in the literature.

We finish the present section by providing the additional definitions
and facts which we will require.

M(a, b) will denote the space of complex Borel measures 7 on the
open interval (a, b). M(a, b) is a Banach space under the total variation
norm and the natural operations. A measure g in M(a, b) is said to be
continuous if u({7}) = 0 for every 7 in (a,bd). v in M(a,b) is discrete
(or is a “pure point measure” in the terminology of Reed and Simon
(9]) if and only if there is an at most countable subset {r,} of (a,b)
and a summable sequence {w,} from C such that

o0
p= Z wpbr,

p=1
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where 6, is the Dirac measure with total mass one concentrated at 7,.
Every measure n € M(a,b) has a unique decomposition, n = p + v,
into a continuous part p and a discrete part v (9, p.22]. We work with
the space M(a,b) throughout, but Ma, b] could be treated without
any essential complications. However, allowing n to have nonzero mass
at a or b introduces additional alternatives which we have chosen to
avoid.

Let F: C[a,b] — C be a functional. Given A >0, ¥ € L;(R) and £
in R, let

(11) (A(F)@)(s):/ FO bz 4 68012 (b) + £)dmu(z).

Co a,b

I In(F)¥ is in Co(R) as a function of ¢ and if the correspondence
¥ — I\(F)¥ gives an element of £ = L(L;i(R),Co(R)), we say that
the operator-valued function space integral I\(F') exists.

Next suppose there exist Ag (0 < Ao < o00) such that In(F') exists
for all A € (0, A¢) and further suppose that there exists an £-valued
function which is analytic in C;’ = {A € C|Re A >0, |A] < A¢} and
agrees with Ix(F') on (0, \g); then this £-valued function is denoted by
I$"(F) and is called the operator-valued function space integral of F'
associated with A.

Finally, let ¢ be in R with |¢| < Ag. Suppose there exists an operator
JJ"(F) in £ such that for every ¥ in L;(R), J7"(F)¥ is the weak
limit of I$®(F)¥ as A — —ig through C+0; then J7"(F) is called the
operator-valued Feynman integral (or Cameron-Storvick function space
integral) of F associated with —igq.

The above definitions follow those of the second author and Skoug [7]
and are more stringent than those of Cameron and Storvick [2]. Where
we have Co(R), they have Lo(R) in [2]. Also their “weak limits” and
analyticity are based on the weak* topology on Lo (R) induced by its
pre-dual L, (R); our weak limits and analyticity are based on the weak
topology on Cp(R) induced by its dual.

For s > 0, A€C+,andu€R,let

(1.2) easa(u) i= (A/27s)% exp {—12';—2}
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Further, let C,/) be the operator of convolution by ey/»; that is, for ¥
in L1(R) and £ in R,

(1.3) (CoprT)(E) = /m Y(w)es/a(€ — u)du.

Using the Lebesgue Dominated Convergence Theorem and the Riemann-
Lebesgue Theorem, C, /¥ is in Co(R) and so C, 5 is in L{L1(R), Co(R)).
It is easy to see that

(1.4) ICo/all < (IAl/278)%.
If f isin Co(R) and g is in L1 (R), then fg isin L;(R) and

(1.5) I7glls < Wfllcollglla

Let M, be the operator of multiplication by g. Then M, is in L(Co(R),
L;(R)) and

(1.6) Mgl < llgll.

Let h be in Loo(R) N L;(R) and let s be a positive integer. Then the
operator Mys is in £{Co(R), L1 (R)) and we have

(1.7 My (Bl = 122 Bllx < RIS Al Blloo
for B € Co(R) C L(R).

2. The Generating Functionals

We will consider in the next section functionals which map y €
Cla,b] into f(f(a’b) 6(s,y(s))dn(s)) for certain analytic functions f.
However, the hardest work comes in this section where f is just the
nth power function.

Let n be in M(a,b). Then 5 has a canonical representation [9,
p-23; 6, p.24] n = v + pu + 1, where v is discrete, u is absolutely
continuous with respect to Lebesgue measure mj,, and 7, is continuous
and singular relative to Lebesgue measure. Although more generality
seems possible as we will discuss in our closing remarks, we will assume
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throughout the paper that n,. = 0 and that v is finitely supported. In
m m
this case, v = ijé,.j and n = ijérj + p where 6,; is the Dirac

Jj=1 j=1
measure at 7; € (a,b), a < 7 < -+ < T, < b, and w; € C for
j = 1’ S ,m.

The calculation involved in the first lemma will be important to us as
we continue. We give an example following the proof which illustrates
the somewhat complicated notation. The reader may find it useful to
check the example both before and after reading the proof.

21, Zm—k

The time-ordering involved in the definition of the sets Aqo;jx o d— kb1
below will help us to calculate certain Wiener integrals and will be re-
flected in the time-ordering of the noncommuting operators in Theorem
2.1. Time-ordering is an essential feature of Feynman’s operational cal-

culus (see [6]).

LEMMA 2.1. For any nonnegative integer go,r > 2, and r’ satisfying
1/r+1/r' =1, we have, for k =0,1,--- ,m — 1,

(21) A(QO;T“,"' ’sz_k;,rl)
SR UNED S I CED RS,
Nt timekp1=90 201, " imeok41
(Sj1+1 —Tn ) e (sz—k - Sjl+'”+jm-—k)

o 1
('Sj1+"'+jm—k+l - sz—k) T (b — Sq0 )]—TX:'qildsi}W

m—k+1

- { 3 [ I [(TZ, o, et 2

Nttt imok1=q0 =1

L@~ r' /2P gy
LG+ 1)1 - 7"/2)]”}

where a = 7,p < 7,, < -+ < T, , < Tap_yyy = b, ' denotes the
gamma function, j1, - ,Jm—k+1, 21, * ,Zm—k are nonnegative inte-
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gers, and
2140t Imk
(2'2) Aqo;.jla"'rjm—k+1
= {(3la"' ’sqo) € (a’b)qo Ia <8§ < -
<85y, KTz <8541 < 7" < Sjitetimer < Tzmon
< Sjytrtimoptl <o < 8gp < b}

Note that for g = 0 there are no s’s to be integrated out and for
k=0’17"°’m—k’ .

(2°3) A(O; Tzisr' " sz—k;r’) = [(sz "a)(TZ: - Tn) T (b-—Tlm—b)]_-%' .

Furthermore, if there are no 7’s in (a,b), that is, if k = m, then we
have

(244)  A(go;~r")

-{L.

= — g)eo—(go+1)r'/2 [F(l — r'/2)]qo+l /v
{(b ) (g0 +1)(1 - r'/2)]}

1/
[(s1 —a)(s2 — 81) -+~ (b= 3g0)] ™" 2 dsy d}

where

(2.5) Bgo ={(81,"" " ,8¢,) € (a,8)% |a < 81 < +++ < 84, < b}

Proof. Using the Dirichlet integral {10; p.258], we have, for r > 2
andfor 0 < 8; <+ <85, <7y =Ty, k=1,--- ,m+1,

Tz ~Tz_y Si 82
Y Al Y i TR
0 0 4]

((Tzk - TZk_l) - sjk )]—rl/QdSl M ds,k

. . ' — Fe+1 .
— { (Tzk - TZk-l)”_(JrH)r /2 e (DL (]k = 17 27' tT ’QO)

Ml(Ge+1) (- /2)]
(TZk - Tzk-x)—r’ﬂ (]k = 0)‘
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From (2.2), the Fubini Theorem, and a simple change of variables, we
obtain

2.7)
,/ T Emok [(Sl _a)‘“(rzl — 55 )(‘Sj1'+‘l Tz1)"‘
A

W01 Jmok41

(b —sg)] TP X ds;

..y r'/2 _
. (Tzz - 311+]2)] d‘SJ1+1 T ds]x-Hz} X X

Siv4 4imokt2?
{/ / / [(sj1+~-~+jm_k+1+l _sz_k)"'
T2 T,

‘m-k mek

(b— Sq0 )]—r /2d'sjl+"‘+]m—k+l T dsqo}

T —a 854 8, ' 1o
= {/ [ [Tt s =@ = s dd}
0 0 0
Tz Tz, 85, s2
)({/ / .../ [3](32"“8])"’
0 0 0

(Tzz - Tzl) - sj:z)]_rl/zdsl o -d.Sjg} X

bTsp Srm— k41 32
x{/ / .../ [51(52—31)"‘
0 0 [t}

((b—Tep_y) = 'sjm—k+1)]_r’/2dsl <o dSm—k41 }

From (2.6) and (2.7) we have our lemma.

The following specific example illustrates the notation and the con-
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clusion of the preceding lemma:

Diraen ={(s1,+- ys8) € (a,b) la<s1 < < 2
< 83 < Ty < T3<54<b}

and then

J

_apt '
= (‘;’1—a)1_"'(‘r2—71)‘1 7 (7’3—7'2)"!'7(1)——T3)1*r1

e sr—a)(ri—s1)- - (34 = m3)(b — 84)] 77 Xi dsi
411,2,0,1

[ra -5
[[(2 - r)PT(3 - 3r')’

As we continue we will need to write

[w18(r1,y(m)) + - -~ + Wm (T, y(7m)) + 6(s, y(s))I

as a product of monomials. Of course, the multinomial formula would
do this for us. However, we will need to know in each term precisely
which subset of {71, - ,7m} actually appears and so we will need a
more refined breakdown of the sum. It will be convenient to introduce
a primed notation on sums like Z ; this sumn is to be over
gotqittgm_e=n

integers ¢o,q1," " ,gm—k Where go > 0,q; > 1,--- | qn-& > 1, and, of
course, go + g1 + - - - + gm~# = n. Using this notation, we can write

(2.8)
[w1b(r1,y(11)) + - + Wb, y(7m)) + (s, y(s))]"

' . @,
B 90+q1"":+9m=n qolar!- - gm! [wl 9(7'1, y(Tl ))]
(Wim(Tm, y(m )] [6(s, y(s))]*
DS et A

I€z21< < zmar1<m got1 +Fgm-1=n %"
T [wzm——le(sz—l ’ y(sz—l ))]Qm-l [9(37 y(s))]qo

+ z Z , qo'_ri‘__—_;' [w:, 0(”:1 yY(Tz, ))]ql

1€21 << zmazS<m o+ g1+ Fgm-2=n Im—
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W2 (T Y(Tem D200, y(s)] -

+ Z ZI ——_._-?:L-—F[wne(rz”y(rzl ))]QI

|
1K< <tm-p<m gotqi+-tgm-r=n qo- dm -k

a [wzm-k9(7zm-k,y(Tz.,._k))]q'""‘ [6Cs, y(s))® + -

+ Z Z go ‘ [wzxo(Tzny(Tn))]q [9(3 y(s ]qo

1<xn1<m go+q1=n
+ [6(s, y(s)]™

We rewrite this expression in more compact form in our second lemma.
Note that when k = m, the inner sums below collapse to the single term

[6(s, y(s)]™.

LEMMA 2.2.

(2.9) [iw,@ (ri,y(m)) + 9(Say(3))]n

i=1
e ' n!
Z Z Z qO!QI'Qm—k'
=01<z1 <<z <M ot +-tgm-e=n
[wzl (T2, y(72,))]"

Wk 0T Y(Te DI [6(s, y ()]

The formula in the following lemma is like (2.9) except that (s, y(s))
is not involved at all. In this case the prime on the sum over ¢’s in

(2.10) is intended to mean that none of the ¢’s involved is zero, that
is, gz > 1for k > 1.

LEMMA 2.3.

(2.10) [iwie("'i»y("'i))]n

z > >

. !
=0 1<21 << zmok <M g1+ Fgm_r=n qi-: gm—k:
(e 0Ty, y(Te DT - [y o O(Ters s YT ]I
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THEOREM 2.1. For each nonnegative integer n and y € C|a, b}, let

(211) Fu(y) = [ /( , 9(s,y(3))d17(8)]

m
where n = pu + ijé,.j with u absolutely continuous with respect to
Jj=1
Lebesgue measure; further suppose that for fixed r > 2, 8 is a C-valued
function on (a, b) x R satisfying the following 2 conditions:

(2.12a) $(s) = 116(s, )l jr‘:i () € Ly[a,b].

(2.12b)  O(7j,-) € Li(R)N Loo(R) for each j = 1,--- ,m.

Then the operators I3™(F,) and J3"(F,) exist for all A\ € C* and all
real q # 0, respectively. Further for A € C*, ¥ € L;(R), and ¢ € R,

(2.13)  (IR™(Fn)¥)()
- ¥ > meen
- ... ]
k=01<21 < <zm-r<m got+q1+--+gm-r=n 9 Im—k:

> /1 . LooLio--
a o Tms

j1+"'+jm—k+1=q0 9001 Imak41

© Ln—t X 21dp(s:)] W }(6)

where Azl imok is given by (2.2) and, for (s1, - ,84) €

90371, sFm -k

AL Emok and € {0,1,--- ,m — k},

qo;jl 3t )jm—h+l

(214) L= 0(r;. )% o C(’j1+~--+ia+l““'=a )/A© O(Sji4-+jat1)
0--+0 9(3j1+"'+ja+1) o C(r,a+l =81+ tiatl ) A
(It is convenient to let 6(7)? denote the operator of multiplication by

[6(r,-))¢, that is, 6(T)? = Mg(,,yjs. We use the conventions 7o = a,
Tm+1 = b, and 0(7—0)90 = 1)
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For real ¢ # 0, (J;™(Fa)¥)(£) is given by the right-hand side of
(2.13) with A = —iq. Finally we have for A € C¥,

BT (F)Il < ba(1A])

. s ' | A (go+m—k+1)/2
=3 ) >[5

k=01<21<-<zm_p <m gotqi+-+gm_r=n

w0 - ws,,_, |9 [(qo +m— k)!] ’%(q 1= @+n)/2r 4|90
q1!"'¢Im—k! (m—-k)! 0 r
m—k

[ H ”9(7-:17 )”g'o_l ne(Tzn )”1] A(‘]o; T219"" " s Tzmoi) 7")
=

1

where A(qo; 7y, ,Tz,_; 7' ) is given by (2.1) (or by (2.4) when k =
m). The bound (2.15) also holds for J¢*(F,) with |)| replaced by |g].

Note. The ordering of the noncommuting operators appearing in
(2.13) and (2.14) corresponds to the time ordering of the indices in-
volved. Thus the “disentangling process” which is the key to Feyn-
man’s operational calculus (see the discussion in [6]) is brought about
naturally by the function space integrals I{"(F,) and J;™(F,).

Proof. As mentioned in the introduction, this will be our most dif-
ficult proof. Let ¥ € L1(R), £ € R and A > 0 be given. Then by (1.1),
(2.11), and using Lemma 2.2,

(2.16)
(IA(FR)¥)(©)

- / Fa(A ™o + (A 2(b) + E)dmau(z)
Cola,b}

= Lo[a,b] [ije(Tj,/\_3 :c(Tj) + f) + / 0(3, ,\“3:,;(3) + f)d,u(s)]

j:l (a)b)

YA "5 2(b) + £)dmu(z)

m , 1
= S 2 > oo

Cola,b) E=01<21 << zm e <m go+ Q1+ +qm-r=n
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m-k

[ 8s, 2 2a(s) + O)du(s)]™ [] [wnb(re, A\ 52 (r) + €)]"

(a,b) =1
T(A~2z(b) + £)dmy ().

Using the simplex trick, we have by (2.5) and (2.16)

(2.17) (In(Fr) ®)(£)

! n!qo!
Z Z qo!ql!...qm_k!

LzZm-k<m got+q1+-tHgm_k=n

‘/;Olarb] k=0 1I<n1<--

[ [ 0scA¥a(os) + .22, duts)]

90 =1

m—k
[T ws08(70, A3 () + 1 B2 2(8) + E)dma(2)
I=1
3 o nkof Wi
2> 2, a1l gmt!

k=01<z1<<tmop<m got+q1+--+tgm-ik=n

r
[ e Y]
1t +im-k41=q0 Aqo'.il-"‘ Jm—k41

where
(2.18) Y := COIG,b][il;lle(si,,\—am(si)+g)]
m—k
[ TL (8, A ¥ () + )7 | (A H2(b) + ) dma ().
=1

The last equality in (2.17) comes from the Fubini Theorem which will
be justified later in conjunction with the norm estimate (2.15). Using
the basic Wiener integration formula and a simple change of variables,
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we have

(2.19)

V= [(27)%+m—k+1(31 - a) o (Tzl — S )(Sjl+1 - Tzl) T

(b—sqo)]—% /m . [ﬁe(s,-,r%u,-Jrg)]
otm-k+ Hio1

m—k
[ TT (6 A3+ €)% | # O F gy +©)

=1
e {_(ll_.-_“o_)f ..... (i —un)® (i —wi)®
P 2(51 - a) 2(7'11 - Sjl) 2(3j1+1 - Tzl)

- ot =t ] et )

= (A/2m) @t DR (51 — ). (1 — 55, ) (85001 = Tay) -

(b= 54”2 /mq”m_ul [f[e(s,-,m)]

[nﬁk(ﬂ(rz, : v;))w] () g41)
=1

A1 — €)? My —v3)%  Mujier — 1)

2(51 — a) Amor —532) 2641 — )

_ )‘(v:n—k+1 - qu)2

T }[xg,av.] [Xpsrtav], (v =¢).

111

Note that in the notation in (2.19) we have assumed for the sake of
definiteness that there is at least one s in the interval (a, 7, ); actually
this need not be so in which case s; —a is replaced by 7., —a. A similar

remark applies to the interval (7., _,,b).

Using (1.2) and (1.3), we obtain by (2.19)

(2.20) Y =((LooLio---0Ln_i)¥)&)
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where for (s1,--+ ,34,) € A;;;}:”f,"";:_k“ anda € {0,1,--- ,m—k}, Lq
is given by (2.14).
From (2.13) for A > 0, we have

(2.21) I L(E)I
m
'
<2 X 2
k=01<2 < <zm-a<m go+q1+-+gm_r=n

n!lwn [ - w2 |~

a1l gm—k!

B(qO;Tzn' o ’sz_k;/‘)

where
(2.22) B(QO;Tz;,’ . asz_k;ﬂ)

Jit-tim_ky1=go 90F 1 T m— kgl

oo Ly 0+ 0 L} X2, dlul(s:).

Using the norm inequalities (1.4), (1.6) and (1.7) as well as the condi-
tion (2.12b), we have by (2.22) and (2.14)

(2.23) B(qo;Tz1s "+ »Tam_s; 1)
m—k

D SR N | | GO AT

Itetimokr1=¢0 " Cg0ii1 - vimokgr =1

g0
[ II I16(s:, .)”1] (,\/21r)(qo+m—k+l)/2

=1

[(31 - a) st (Tn — 385 )(3j1+1 - Tzl) Tt (b - sqo)]_%Xiqildll“l(si)

m—k
= (v/2m)aotm =t 0/2 [ T 6(r, YL 187, i |
=1

> /A,,, [ﬁ #(57)

Jitetimer41=g0 ¥ Da0sit.imokpr  J=1
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-1
(51 = @)~ (7ay = 35 )(jn1 = 72) - (b= 5o )| "E X 22}

where we recall that ¢(s) = ||6(s, )|[1 —(s). If we apply the Holder
inequality and the Schwarz inequality to (2.23), then

(2‘24) B(qo; Tz19" " 5 Tzmops /‘)

m—k
< (v2myatmoknre] 11 16Cra1, N2 16, |

> {[. - ﬁ[«»(s,-)rx,%dsi}”'

At tim—ok+1=q0 2091, k1 §=1

([ [0 =)o = 7

2001 Tmok41
/7!
(b—sg)"" 12X ds; }

i=1

m—k
< (v/amyatm kD2 TT fio(r,,, )| 167, )l
=1

Y L [Tt xe,as) ")

It timek41=4q0 9091, imok4r J=1

s —-—a . e
RN A G
It tim—k+1=¢0 90591, Fmok41

e 2/+ ';'
(Tn — S5 )(3j1+1 - Tz1) o (b — Sqo )] /ZXiqil ds‘] } )
We note that for 0 < p < 2 and for nonnegative reals a;,asz,--- ,ay,
(2.25) Z P < p(2-p)/2 {Z a?]p
ij=1

which follows from the Hélder inequality for 0 < (p/2) < 1. We
also note that there are (go + m — k)!/(go!Y(m — k)!) terms in the sum
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Y it timenpr=go 19> P-36]. From (2.25), we get

(2.26)

{ Y (o, Heeorxme)y

JitFim_k1=4q0 qo.n “dmekg1 J=1

< {[%‘I:r(%”:%')“-?f]”“%’”[ >

it tim-ky1=g0

1

o Teeyrxmas] "}

2091, ek J=1

<o) Al S [

j1t+imor41=q0 901, k41

- (S L T xzae]”

- [ H ] e

Furthermore, using (2.25) and the definition of A(go;1, " ,7m;7')
given in (2.1), we have

(2.27)
S (L (o

Jittimok1=¢go 2031 imo kg1

3

’ 2/r
(5001 = 7) -+ (b= s )2 X 2 dsi] " }

<[y (%

Attt imekt1=90

[/Aq i [(s1 — @) (72 —85,) -~

9051, Jm k41
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—-r'[2yq0 2 127!
(b= )" /2X L2, dsif?}

et R CEED SR

JiteFImok41=¢o 2071, T mak41
ifr
(51 = @)+ (7 = 83) - (b= 90 )| /2 X2, 5.}

- iy

Combining (2.21), (2.24), (2.26), and (2.27) we get the norm estimate
(2.15) for A > 0. This also justifies the use of the Fubini theorem in
(2.17).

The rest of the proof follows the proof of Theorem 2.1 of [7] and so
will just be outlined. Using the Dominated Convergence Theorem and
the estimates (2.15), one easily sees that for A > 0, (In(F,)T)(€) is a
continuous function of £ and vanishes at oco. So In(F,)V¥ is a member
of Co(R) and the operator-valued function space integral Ix(F;,) exists
as an element of £. In fact, for ReA > 0 (A # 0), ¥ € R, and
£ € R, (Ka(F,)¥)(£) (defined as the right-hand side of (2.16)) is a
continuous function of £ and, using the Riemann-Lebesgue Theorem
as in [7, p.653), vanishes at oo; that is, Kx(F,)¥ € Co(R).

Let M(R) denote the Banach space of C-valued, regular measures
defined on the Borel class of R and equipped with the total variation
norm. M(R) is of course the dual of Co(R). Fix ¥ € L;(R) and let
p € M(R). Set

(qo; Tas " s Tzmeid TI)°

(2.28) o= [ " Ka(Fa)R)()due).

Then it is easy to show that g()) is continuous in C*. Further, using
the Fubini Theorem and the Cauchy Integral Theorem, if A is any
triangular contour in C*,

(2.29) / g(A\)dA = 0.
A

Thus, by Morera’s Theorem, g()) is analytic in C*. Also it is not
hard to show that as A — —ig through C*, g()\) — g(—ig), that is,
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K\(F,)¥ — K_iy(F,)¥ weakly. We conclude that I$*(F,,) exists and
is given by (2.13), and also (2.15) holds for all A € C*. Furthermore,
for real ¢ # 0 JJ"(F,) exists and is given by (2.13) with A replaced
by —ig, and the bound (2.15) holds for ||J¢*( Fy)|| with |A| replaced by
lg|. This finishes the proof.

REMARK. For F = 1, the existence and representation of the oper-

ators It"(F) and Jg™(F) for all A € C* and all nonzero real ¢ follow
from [7, Proposition 2.1]. Further,

230) G EDO = [ [ worew{-5=L 0

and
@31) I < [l and pememy) < [s=10— 7.
2n(b— a) 27(b— a)

In fact, the right hand side of (2.15) reduces to (2.31) when n = 0.
We finish this section by dealing with the case y = 0, that is =
m

}:wj&.j witha <7 <-+-<7p < band wj € C. This case is already
i=1

covered by Theorem 2.1 but it is instructive to examine it somewhat in
its own right. Note that when u = 0, the hypothesis (2.12a) is trivially
satisfied since ¢(s) is identically 0.

COROLLARY 2.1. Let yu = 0. Under the hypotheses of Theorem 2.1,
the operators I3"(F,) and J}"(F,) exist for all A\ € C* and all real
q # 0, respectively. Further for A € C*, ¥ € L;(R) and £ € R,

(232)  (BM(F)¥)(€)

> )R- A

k=0 ISI1 <-~-<zm-.$m [} +"'+Qm-—k=7‘

g~k

Wz —1
ALy — a)e (b T )

n'wQI
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m—k

./m—k+1 H [0(7"5 ’ vj)]qi ‘I’(vm—k-n)

A m—k+1 ('DJ _ Uj_1)2
-2z a2 3ml A xym—k+1g
e"p{ 5 2 (12 — 7oy )} HANR
j=1 4] i1

-1 -
DD Yo et
@l k!

k=0 1< < - Lzm<m 1+ t¢m-r=n

[C’(.,.zl —a)/A 0 0(7’21 )ql 0---0 C(r,m_k—r,m_k+1 A

0 9(sz-k)qm—k o C(b—r;m_k)/kq’](g)

where 1, = a, 72,,,, = b, vo = £ and the prime’s on the sum over ¢'s
denote the expression as in Lemma 2.3. For A € C*, we have

(233) (I (Fa)

D> >

k=0 1<n < <zm_r<m 1+ +gm-r=n

[|2_/\7;|] (m—k+1)/2

n!lw qa ... Wz, _ dm—k 1
“("hl...Iq - k'k' [(Tzl —a')"'(b—sz-k)] 2
! m—k-:

m—k
IT 16Cr;, N 16(r; , )
j=1

For real ¢ # 0, (J3"(F,)¥)(£) is given by the right hand side of
(2.32) with A = —ig and the bound (2.33) also holds for J3"(Fy) with
[Al replaced by |q|.

Proof. We limit ourself to the computations leading to (2.32) and
(2.33) for A > 0. Let ¥ € L;(R), £ € R, and A > 0 be given. Now, in
view of (1.1), we have

(2.34)
(IA(F)¥)(£)
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= /Col,,,,,] [ /(.,,,,) 8(s, "4 a(s) + €)dn(s)] T a(b) + E)dmalz)

o wi0(r; A" Ez(T; "rO-3s (2
- /Col,,,,,] [JZ 3875, A (;)+£)] T(A~Zz(b) + £)dm(z)

=1

m~—1

an Z Z Z ! n!

1... ]
Cola,b] ;—o 1<s1 < Lzm <m Q1+ Fgm_p=n LiN Im—k

m—k

[T tws; 807, A 22(r,) + )% B H2(8) + €)dmu(z)

j=1
m~—1

(Ig) Z : Z Z' n!

f... !
k=0 121 < <zmk <m g1+ Fgmor=n q1: Idm—k-

{ /;.o nﬁk[wzi (7, ’\_%3’(7':,- )+ f)]n‘p(/\‘—%z(b) + f)dmw(:z:)}.

[e,8] j=1

Step (I) results from writing 7 as Z w;éy; and carrying out the integral
m =

with respect to ijé,.j. In (II), we use Lemma 2.3, and the last step
i=

(III) in (2.34) comes from the linearity of the Wiener integral. By

application of the Wiener integration formula to the right hand side

of (III) in (2.34) and by a simple change of variables, we obtain the
formula (2.32) for A > 0.

From (2.32) for A > 0, we have by the condition (2.12b)

(235)  I(F)

m—1

< Z Z Z, [_é\;](m—kﬂ)/z

k=0 1<n <+ <zm_ g <m 1t-+gm-r=n
lwe 9 - - fw,,, [T

a!- - gm—i!

(s @) (b= Tap_ )] 72
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m—k

H [llo(TZj ’ ')"g—l"g(rzs ’ )“1]

j=1

REMARK. The last expression in (2.32) is a “disentangling” (see [6])
of the operator I$"(Fy).

3. The main existence theorem

m
As before, let n € M(a,b) be such that n = p + ijé,:'. where
=
¢ is absolutely continuous with respect to Lebesgue measure and a <
71 < -+ < T < b. Also suppose that 8 : (a,b) x R — C satisfies
conditions (2.12a) and (2.12b). Further, for each nonnegative integer
n and y € Cla, b}, let F,,(y) be given by (2.11).
o0

Let Ag € (0,00] and let f(2) = Zanz" be an analytic function
n=0

satisfying

(3.1) > Janlba(lA]) < oo

n=0

for every X € Cjo where b,(|A|) is defined in (2.15). Consider the
functional

(32) F) =1 [ 0s,u(s)dn(s)

(a,b

for y in Cla, b]; that is

[ ]

(3.3) F(y)= Y anFu(y).

n=0

THEOREM 3.1. Let F be given by (3.3) with the F,,’s given by (2.11)
and with the assumptions discussed above, particularly (3.1), satisfied.
[e o]

Then for every A € (0,)o) and every { € R, ZanFn(z\_%z + &)

n=0



120 Joo Sup Chang and Gerald W. Johnson

converges absolutely for a.e. z € Cola,b]. Also the operators I3™(F')
and J;"(F) exist, respectively, for all A € Cio and all nonzero real q

such that |q| < Ao. Further, for A € C:\'"o,

[ ]

(3.4) IMNF) =) a I3"(Fy)

and

(35 J(E) = 3 andin(Fa)
n=0

with I$"(F,), J;"(F.) given by (2.13) and where the series in (3.4)
and (3.5) satisfy

(3.6) > Nan IS (EFEDI < lanlba([A])

n=0 n=0

and

(3.7) Y landg (F) < > lanlballal),

n=0 n=0
and so converge in operator norm.

Proof. The proof of this theorem is much like the proof of Theorem
3.1 of [7]. Except for some comments in the next paragraph, we will
focus attention on the part of the proof dealing with A > 0 and leave
it to the reader to consult 7] to see how the rest of the proof proceeds.

Suppose X € C';o. By (2.15) and (3.1), we have

(38) > NlanI S (FI < ) lanlba(IAD < oo.

n=0 n=0

Hence the right-hand side of (3.4) defines an element of £ for all A €
C:{'o. Similarly the series in (3.5) defines an element of £ satisfying
(3.7) for |g] < Xo. Also, since b,(JA]) is an increasing function of
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|A|, the series in (3.4) converges uniformly in any compact subset of
C:{o. This last fact is helpful both in establishing the analyticity of the
right-hand side of (3.4) and in showing that the limit as A — —iq of
the right-hand side of (3.4) equals the right-hand side of (3.5).

Now we claim that for A > 0,

(3.9) (IA(F)T)E) = Y an(In(Fa)T)(E).

n=0
We give the formal argument and then explain the steps.
(3.10) .
(IN(F)T)(€)

= / F(A™ %z + £)B(A "3 2(b) + £)dmo()
Cola,b]

= [ S R+ ] W00 + mate)

n=0

=Y an / Fa(A%z + £)B (A 2 2(b) + £)dmay(z)

n=0 CO [ayb]

- Zan(I,\(Fn)‘I’)(f)-

n=0

The key to justify (3.10) is to see that

e [ oy [l POz 4 ol [0 2(8) + ldmate)

n=0

=" lanl /C BT 0RO () + Oldma(z)

n=0

) m ,
<Yl [ (> ¥ >
n=0 Cola,b] k=01<21 < <zm—r <m got+q1+-+gm-k=n

w7 - fws, [P

golq!- - gm—#!
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[ 160 x7Ha(e) + Oldlul(s)] "
(a,b)
m—k
[T 1607 A ¥ a(r.,) + €)1 1RO 2(b) + £)] }dmu()
=1

< Y laalba(PDIE[L < 0
n=0
where the last inequality comes from the same argument that yielded
the norm inequality (2.15). By considering a ¥ in L!(R) which never
vanishes, we see from (3.11) that for every A € (0, A¢) and £ € R, the

o0

series Z a,.Fn(,\";’z + &) converges absolutely for a.e. = € Cola,b).
=0

This isn one of the conclusions of the theorem and it also justifies the

second equality in (3.10). The interchange of integral and sum in (3.10)
follows from (3.11) and the Fubini-Tonelli Theorem. Formula (3.10) is
now justified and (3.9) follows immediately.

We now have the basis for showing that I3"(F) and J7"(F) exist
and are given by (3.4) and (3.5), respectively. However, as mentioned
above, we refer the reader to [7, p.658] for this.

COROLLARY 3.1. Let the conditions of Thegrem 3.1 be satisfied.

Suppose, in addition, that y = 0 so that n = Zw,-&,.j. (Recall that
=1

condition (2.12a) is trivially satisfied in this case.) Then the con-

clusions of Theorem 3.1 are satisfied and, in this case, I$*(F,) and

Jy"(Fn) are given by the simpler formulas of Corollary 2.1.

COROLLARY 3.2. Let the conditions of Theorem 3.1 be satisfied.
Suppose, in addition, that v = 0 so that n = p. (Condition (2.12b)
is trivially satisfied in this case since there are no rj’s.) Then the
conclusions of Theorem 3.1 are satisfied and, in this case, I3"(Fy) is
given by the simpler formula

(312) IS™(F,)T = n! /A Cloraryr 0 6(s1)
0 Clog—s)/r08(s2) 0+ -00(35,) 0 Cipgny/a ¥ X2y dp(si).
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Further J$"(F,)V is given by (3.12) but with A replaced by —igq, 0 <
lg] < Xo.

REMARK 3.1. Corollary 3.2 can be obtained from Theorem 3.1 of
[7] by regarding %ﬂ- as part of an adjusted potential 8;; i.e., 6;(s,-) =
0(s,-) ﬂﬂ-(s). However, the other results of this paper do not follow

dmp
from theorems in [7].

REMARK 3.2. We mentioned in the introduction that we were not
striving for maximum generality in this paper and that our results
could probably be extended in various directions. We now indicate
some possibilities.

(i) We have assumed throughout that the discrete part v of the
measure 7 is finitely supported. It is probably possible to allow v =

oo (o o]

Zw,-&,,. where Z |wj] < oo. Another limit would need to be in-

j=1 j=1
m [o o]
troduced, but, since E wjby, — E wjéy; in total variation norm, it

seems likely that it could be handled. The infinite sum would intro-
duce additional combinatorial complications in Theorem 2.1, a result
which is already combinatorially involved. One could no longer assume
that the 7’s are ordered. In fact, for each m, it would be necessary to
consider a permutation oy, of {1,--- ,m} that time-orders the 7’s; that
is, such that a < 7,,,1) < -+ < To,,(m) < b.

(i1) Our assumption that 7., the singular, continuous part of 7,
equals 0 could possibly be eliminated. Assuming 7,. = 0 allowed us
to reduce the integral in (2.23) with respect to X% d|u|(si) to an
integral with respect to Lebesgue measure and then later make use of
the explicit calculation in Lemma 2.1. The assumption that 7sc = 0
could perhaps be replaced by a direct assumption on the size of the
integral with respect to X2, d|n,.|(s:)-

(iii) In [6] infinite sums of functionals of the form

L
P =11 /( Ol uoin(e)
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were considered and shown to form a Banach algebra under a certain
norm. Related functionals could almost certainly be considered in the
present setting and might form a Banach space. Further, it might
well be possible to multiply certain pairs of such functionals and stay
within the space. If so, further connections with Feynman'’s operational
calculus could probably be established.

(iv) The first author showed in [4] that the £L(L1(R), Co(R)) theory
as developed in [7] enjoys very pleasant stability properties in the 8’s
and U’s. It seems rather likely that these properties would carry over
to the present setting along with, possibly, some stability properties in
the n’s.
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