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A Recognition Time Reduction Algorithm for 
Large - Vocabulary Speech Recognition

대용량 음성인식을 위한 인식기간 감축 알고리즘

(Jun Mo Koo, Chong Kwan Un)
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ABSTRACT

We propose an efficient pre-classification algorithm extracting candidate words to reduce the recognition time in a 

large - vocabulary recognition system and also propose the 나sc of spectral and temporal smoothing of the observation 

probability to improve its classification performance. The proposed algorithm computes the coarse likelihood score for 

each word in a lexicon using the observation probabilities of speech spectra and duration information of recognition 

units. With the proposed approach we could reduce the computational amount by 74% with slight degradation of 

recognition accuracy in 1160-word recognition system based on the phoneme-level HMM. Also, we observed that the 

proposed coarse likelihood score computation algorithm is a good estimator of the likelihood score computed by the 

Viterbi algorithm.

요 약

본 논문에서는 대용량 음성인식 시스템의 인식시간을 감축하기 위하여 후보단어를 선정하는 효과적인 방법을 제안하고 

이 방법의 성능을 향상시키기 위하여 spectral smoothing과 temporal smoothing을 사용하는 것에 관하여 연구하였다. 제안 

된 방법 은 사전내의 각 단어에 대하여 음성 인식 단위 의 음성 spectrum관찰확률과 길이정 보를 이 용하여 대강의 관찰확률 

을 계산하여 후보단어를 선정한다. 제안된 방법을 음소단위의 HMM을 이용하는 1160단어 인식 시스템에 젹용한 결과, 

전체 계산량의 74% 가량을 감축할 수 있었으며 이때 인식율의 감소는 매우 작았다. 또한 체안뇐 대감.의 UkeHhood점수 

계산방법은 Viterbi방법에 의하여 계산되는 likelihood 점수를 잘 추정함을 알 수 있었다.

__________________________ —_ __________ INTRODUCTION
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many algorithms have been proposed for the rec­

ognition of large vocabulary. Among these algor­

ithms, the one based on hidden Markov modeling 

(HMM) which requires much less recognition time 

than other template matching based approaches 

is known to be a viable one for the practical usage. 
Especially, the HMM-based approaches using 

subword unit models are widely used due to its 

ability of easy construction of word models from 

the sub-word models. Although the HMM based 

algorithms have an advantage in recognition time, 

it becomes difficult to recognize utterances in real 

time as the size of vocabulary grows. To alleviate 

this problem, several algorithms have been proposed 

[1]⑵.One example is -the two pass algorithm 

in which the first-stage classification is performed 

to select candidate words for the second-stage 

classification[3]. In this paper, a pre-clas^fication 

algorithm based on the detection probability and 

duration information of the recognition units are 

proposed to reduce total recognition time. The 

computational gain is considered when the proposed 

algorithm is used as the first stage of a large 

vocabulary recognition system utilizing the phoneme 

level HMM. Also its classification performance is 

examined and compared to that of the first stage 

class迁ier based on the vowel classification.

DESC이P지ON OF ALGORITHM

The pre-classification algorithm consists of two 

parts : training and classification phases. In the 

training phase, the probability distribution of speech 

spectra and the durational information are exam­
ined for each recognition unit. In this work, the 

probability distribution of speech spectra is estim­

ated by a nonparametric method to reduce comp­

utation. Eor this estimation, input speech spectra 

are vector quantized(VQ) and the relative frequ­

encies of VQ codewords in recognition units are 
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computed. Assuming that the number of the 

recognition units is R and the number of VQ 

codewords is M, respectively, than the /-th VQ 

codeword observation probability of z-th recognition 

unit, (;), is obtained for IWi冬R, IM僵M. Also, 

the minimum and maximum durations of each 

recognition units, and t7max(?) are obtained 

for 1W0WR during the training phase. Among 

many sub-word units, we adopted context-indep­

endent phoneme-like units as recognition units 

because a word model can be easily constructed 

by concatenating them according to the phonem­

e-like unit sequence given in a lexicon.

In the classification phase, the coarse likelihood 

score is computed for every word 为冬厂)in 

a lexicon of size「，and a part of them are chosen 

as candidate words for the second-stage recognition 

according to their likelihood scores. When an input 

speech is uttered, the feature of the input speech 

is extracted and vector quantized by the VQ 

codebook. Then, the input speech is represented 

by a series of VQ indexes …,。J, where

T is the number of feature frames in the input 

speech. From this series of indexes, the detection 

probability of every recognition unit. ，力,

(2),…，切(丁)}. is obtained for IM,冬R where />/(/) 

=/",). From these values, the coarse likelihood 

score 以 for k-th word a" which is composed of 

n recognition units {九々,} is computed as 

follows. First, a possible starting point & and an 

ending point c of the recognition unit 儿(1冬，冬〃) 

are computed as

i-1
*5力(g dmin(r/),T), (!)

jT

勺dmax(&)，T), ⑵

J 그1 

where >/nn(x.v) is equal toif or「other 

wise. The coarse likelihood score L、for word 島 

is computed as



A Recognition Time Reduction Algorithm for Large- Vocabulary Speech Recognition 33

T
i* = II max %(r)), (3)

where max(x) choose the maximum value of a- 
c

under the condition c. According to these values 

a part of vocabulary are chosen as 

candidate words and the second-stage classification 

is performed for those words. An example of the 

above procedure is depicted in Fig. 1, where a

Fig 1. Description of coarse likelihood score computation 
procedure

word consists of four recognition units.

As we explained above, the time reduction alg­

orithm requires the vector quantization process. 

If the proposed algorithm is used as a preprocessor 

of HMM based speech recognition system which 

requires vector quantization, the computation can 

be reduced further bv sharing 나比 VQ process. 

Like the recognition system based on the discrete 

HMM, the performance of the time reduction 

algorithm largely depends on the parameter estim - 

ation procedure of training phase. That is, if the 

observation probability of speech spectra is estim­

ated from a small amount of training data, the 

performance of the pre -classification become deg­

raded significantly. To alleviate this problem in 

the training phase, we adopt a spectral smoothing 

method which smoothes the probability distribution 

by the fuzzy mapping concept[4]. If a VQ code­

word, oi which shows a high observation probability 
for a recognition unit r< is observed, the codewords 

observed near the observation time t will also show 

a high observation probability for the same unit. 

To accommodate this tendency in the classification 

phase, we propose a temporal smoothing method 

which smoothes the recognition unit observation 

probability pi(t) as

加。) = (q -加(£—/)+* •加。)+。3 -力心+z)) / (g+g 

+*), (4)

where clt c2t r3 are constants. The temporal 

smoothing compensates for the fact that each 

output codeword is treated independently in (3). 

In this work, the temporal smoothing method is 

applied after fuzzy smoothing to improve the cla­

ssification performance further, and we observed 

their contributions to the improvement of classif­

ication performance by computer simulation.

COMPUTATIONAL GAIN

We compared the amount of computation of the 

recognition system based on the phoneme level 

HMM with the proposed time reduction algorithm 

to that of the recognition system without the 

proposed dlgorithm. Since the feature extractior 

and vector quantization procedure can be shared 

by each other, and the time consumed is negligible 

to that of the classification procedure in a large 

vocabulary recognition system, we will consider 

only the time required in the classification. We 

used a three-state phonemethel HMM with eight
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Fig 2. HMM for a phoneme-like unit (the same capital 
letters represent the same output symbol observation 
probability vectors)

transitions as shown in Fig. 2. Consider a word 

which consists of n phonemes and whose length 

is T. To compute the Viterbi score, [8(T—«) —1 

2] , n multiplications, the same number of additions 
and 3(T—k —1) - n comparisons are required. For 

simplicity, if we assume that the time for all 

operations are equal to time 丁 and every word in 

the lexicon has the same number of phonemes 

and the same length, then the time required to 

recognize a word by full search of the lexicon of 

size V is (19«r— 19n2—27n) ■ r ■ V. To choose the 

candidate words by the proposed time reduction 

algorithm, we should compute once

and Lk for every word wk(l^k^V). Since V))R, 

the computation required for calculating P, can 

be neglected, and the number of operations requ­

ired to compute Lk are less than n • T comparisons 

and T multiplications. But, for simplicity, let the 

computation time required to perform the first 

stage classification be (n+1) • T • r • V. Then the 

ratio of the computation time of the full search 

method to that of the first stage class迁ication is

('=1 q  ______ 1 q  --------- GV_______-_____
n+1 (n+l)r 匕 3+1)7、.

(5)

We applied the proposed algorithm to a recog­

nition system with F=1160> R=44. The average 

length of input words was 84.4 frames and the 

average number of phonemes in a word was 9. 

32. Substituting these values in (5), we get the 

computational overhead G~'=6% approximately. 

That is, the time for the first-stage classification 

is only 6% of the time required for performing 

the Viterbi score computation for every word in 

a lexicon. If we choose v words as candidate words 

from the lexicon by the pre -classification algorithm, 

the total time required to recognize an input speech 

is approximately equal to 3 - 100 / F+6)% of the 

time required when the first-stage class迁ication 

is removed. Through our computer simulation, we 
confirmed that the real amount of recognition time 

reduction was almost the same as our estimation.

SIMULATION RESULTS

The performance of the proposed time reduction 

algorithm was tested in a speaker - independent 

isolated word recognition system. The recognition 

unit was 44 Korean context-independent phonem­

e-level HMM and the size of the lexicon was 1 

160 which are used for an automatic telephone 

number information query system. The recognition 

units used in this work are based on the definiition 

of Korean phonemes except some consonants and 

vowels. For training, we used a speech data base 

consisting of 75 Korean phonetically balanced words 

uttered by 5 male speakers. The test, data base 

of size 1160 words was constructed from the 

utterances of another male speaker. All input 

utterances were low-pass filtered with cut-off 

frequency of 4.5 KHz and digitized with the sam­

pling frequency of lOKHz. End points were dete­

cted manually, and phonemes were hand-segme 

nted for the training data. But, the end points 

were detected automatically m the test procedure. 

Twelve^order LPC cepstral coefficients and diff 

erenced LPC cepstral coefficients were obtained 

as the features in every 10ms. We used two sep­

arate codebooks of size 256 for each feature, and 
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treated them independently[5]. The Viterbi algo­

rithm was used to compute the likelihood of a 

model and a test utterance in the second stage.

We compared the classification performances of 

the first*stage classification algorithms of different 

smoothing methods. Table 1 shows their inclusion 

rate according to its candidate word selection rang 

where the selection rang is the ratio of the number 

of candidute v ords for the second stage classific­

ation to the number of vocabulary.

Table 1. Average inclusion rate(%) for different selection 
ranges and average rank of spoken words in a 
candidate word list.

Algorithm Selection range avg.

rank0.1 0.2 0.3 0.4 0.5 0.6

Basic 83.3 92.1 95.3 97.3 98.4 99.2 67.3

44.6Spectral 89.7 95.8 97.9 98.3 99.2 99.7

Temporal 90.6 95.9 97.9 98.3 98.7 99.7 40.5

One can see from Table 1 that the effect the fuz 

zy smoothing and temporal smoothing improves the 

classification performance substantially, and that if 

we select 20% of the vocabulary as candidate words, 

about 4% of input utterances are not included in 

the candidate word list. In this ca으e, we can save 

approximately 74% of computation as compared to 

the system without the pre-classification stage. We 

also observed that the everage rank of an input 

speech in the candidate word list was very small, 

that is about 4% of the vocabulary size. The reco­

gnition accuracy of the large vocabulary recognition 

system according to the different selection range 

are shown in Table 2.

Table 2. Recognition accuracy (%) of the large v(x:abluarv 
recognition system for different selection ranges.

1 Selection range ! 0.1 0.2 0.3 1 1.0

1 Recognition i , '財，H ...iilAi''

I accuracy | (71.81) (72.59) i (72.84) 172.67)

Since the recognition accuracy is not different from 

that of the full search case when the selection 

range is greater than 0.3, only three selection ranges 

were considered. Even when we set the selection 

range to be 0.1, the recc<rnition accuracy degrades 

very slightly. From this result, we can assert that 

the proposed coarse likelihod score computation 

coincides with the likelihood score computed by 

the Viterbi algorithm very well. Note that the 

perplexity of the recognition system is 1160 and 

the mode of the recognition is speaker - independent.
We also compared the classification performance 

to that of the first stage class迁ication algorithm 

based on the classification of vowel class[6]. The 

algorithm detects the position of vowels and rec­

ognizes the vowel class by their formants. Acco­

rding to the sequence of vowel classes, they choose 

the candidate words for the second stage classif­

ication. The algorithm choose 20% of the vocabulary 

as the candidate words with the inclusion rate of 
97% in a speaker dependent mode. Although the 

classification performance is comparable to the 

proposed algorithm, the total computation time 

required is much longer than the proposed algor ~ 

ithm, since the vowel classification procedure should 

extract additional features like formants.
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