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A Study on A Multi-Pulse Linear Predictive Filtering
And Likelihood Ratio Test with Adaptive Threshoid
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ABSTRACT

A fundamental assurmption in conventional linear predictive coding (LPC) analysis procedure is that the input to
an all-pole vocal tract filter is white process. In the case of periodic inputs, however, a pitch bias error is introduced
into the conventional LP coefficients. Multi-pulse (MP) LP analysis can reduce this bias, provided that an estimate
of the excitation is available, Since the prediction error of conventional LP analysis can be modeled as the sum of an
MP excitation sequence and a random noise sequence, we can view extracting MP sequences from the prediction error
as a classical detection and estimation problem, In this paper, we propose an algorithm in which the locations and
amplitudes of the MP scquences are first obtained by applying a likebhood ratio test (LRT) to the prediction error,
and LP coefficients free of pitch bias are then obtained from the MP sequences. To verify the performance enhanc-

ement, we iterate the above procedure with adaptive threshold at each step.
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I. INTRODUCTION As is well known™, a conventional speech exc-

. . _ itation model based on LPC analysis has been
*Dept. of Electronics Engr.. Seoul National University
**Dept. of Flectrical Fngr.. Korea Advanced Institute of widely used for synthesizing speech at low bit
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rates, The speech synthesis process is represented
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by the excitation model and a synthetic filter. In
the excitation model, speech sound 18 assumed to
be classified nto two kinds ot sound, voied and
nnvoiced sound, For voiced snnnd, an excitation
source Is represented by a quasi-periodic impulse
train at pitch period intervals, For unvoiced sound
random noise represents the excitation source.
Although the conventional excitation model is very
simple and makes it possible to reduce coding bit
rates, it is difficult with the model to synthesize
high-quality speech, because of the degradation
due to pitch detection error voiced / unvoiced
decision error, and so on.

In order to overcome these problems and to
improve the synthetic speech quality, MP LPC
was proposed in®. In MP excitation model, a
speech synthesis process 1s effectively modeled by
a combination of a synthetic filter and an excita-
tion generator which outputs several pulses with
different locations and amplitudes. The primary
feature of the MP system is the modeling of the
excitation signal. In contrast to the conventional
LPC, there 1s no a prior assumption about the
nature of the excitation signal. In MP LPC, an
all-pole LPC filter is used, both in the analysis
and synthesis stages. A fundamental assumption
in LP of speech analysis is that the input to the
all-pole LPC filter is white process. In the case
of periodic input, such as in voiced speech, the
all-pole LP coefficients can be biased due to the
interaction between the excitation and the autor-
egressive process™. The has icreases as the pitel
increases, giving rise to noticeable degradation in
the quality of high pitch synthetic speech. MP
LP analysis™ can be significan_tly reduced this bias,
provided that an estimate of the input excitation
1s available, However, the procedure 15 computat -
ionally intensive,

In this paper, we propose an algorithm for MP

estimation and LP coefficients estimation. An MP

18 estimated (rom the predicuion crror signal by
an LR wiuch uses an adaptive thresholds, Lsing
the estroated M7, ew dil-pole LE coelhornts witls
offects of Ditch bigs remaoved are ctimated by
modified LP method based on the autocorrelation
method of LI, The proposed algorithm 1s composed
of three steps. In the first step, the filter coeffic-
ients are computed by the conventional LP anal-
ysis. In the next step, MP is selected from the
prediction error obtained by the inverse filtering.
Smce the prediction error can be considered as the
sum an MP and a random noise, the locations and
amphtudes of MP are obtained from the prediction
arror by an LRT. The final step involves a new
computation of the filter coefficients by incorpor -
ting the knowledge of the estimated MP. The last
two steps are repeated for the resulting system
to have better performance using adaptive threshold

at each iteration,
1. BASIC MODEL

In conventional LPC, the speech production
model can be represented by an all-pole modet :

P
s(n)= 2 as(n—i)+e(n),

iml

(1)

where s(n) 15 the nth sample of a speech signal,
@, is the ith predictor coefficient and e{x) is the
prediction error signal,

I the prediction errow s used as the exeitation
source, it is obvious that the prediction error exc -
itation source should produce high quality speech’
* The MP excitation method is one such method,
in which the prediction error signal is approximated
by a pulse train with a limited number of pulses.
The MP LPC model of speech signal can be

represented as :



s(n)= 2 a;s(n—i)+u(n),

where
X
u{ny= 3 G-j&{r: - M_;'}
j=i (3)

and « 15 the LPC coefficient, ., M. are the
amplitude and lecation of the rth pulse, respectiv-
ely. i /" are the total number of pulse and LF
filter order,

Since the conventional LP method is based on
the assumption that the excitation source Is a
white noise. all the sample values in each analysis
frame is to be approximated by as linear combi-
nation of a defimte nhumber of the samples acco-
rding as whether (he previous samples include
excitation periods or not, However, 1f the excitation
source is estunated from the speech signal and
the estimated signal is used a the source, we can
expect to obtain correct LP coefficients without
the influence of pitch, Since the excitation source
can be estimated from the prediction error signal’
" the prediction error ¢(#) may be decomposed
into an MP excitation sequence #(») and a white

Gaussian random noise sequence w{#):

e(m)=u(n)+win) (4)

where it is assumed that ¢(»), #(#) and w{n) are
all Gaussian process with zero mean®™,

In general, the predication error ¢{(n) can be
obtained through the inverse filter with coefficients

calculated by the conventional LP method.

. CERIVATION OF LIKELIHOOD RATIO TEST

Extraction method of #(n} from e(n) can be

considered as a classical detection and estimation
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problem™. Here the null hypothesis H, 15 "n(xn)
does not exist™ and the alternative hypothesis H,
is “u(n) exists” The prediction error signal c{»)

under the two hypotheses can then be written as

Hy: e(n) = w(n) with probabilityp = 1—g

(5)

H: e(n) = u(n) + w(n) with probability q

(6)

where p is near 1.
The respective probability density functions of

e(n) are
1 2
plelHy)= ewp(- ) |
N T 2¢, (7)
and
2
1 e“(n
pleltr = ~——emp(- =L, "
VG 2¢, )

under H, and H, where €, €, are variance of
w(n) and e(n), respectively.

The power of the prediction error e{») is assu-
med to be unity, and the power of the MP exc-
itation «(n) is assumed to be a finite value 8, If
the signal «(z) and w(») are uncorrelated, then

the power of w{n) may be expressed as

E{w?(n))= Efe¥(n)}- E[u’(m)]

=1-8, 0<p<l. (9}

The likelihood ratio is then given by

ple |H1)
ple|Hy) (10)

e)=
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and the decision rule is

2 H,

VI=B el —(—2—)] Z 4
2 1-8 He (an
where
P(Ho)(cw"' Coo)
P(H)NCy=Cyy) (12)

the Cy is cost of accepting i when j is true, and
P(H,) and P(H,) denates the probability that H,
and H, was true, respectively.

It is often more convenient to work with the
natural logarithm of the likelihood. Thus we have

e’ g Hy
— +In(V1-B) % In(n),
2 1-8 He (13)

Since the decision rule is completely determined

by the prediction error ¢(n), we have eventually

H -
i(e) ><" gﬁl_ﬁ)_m(__’l._) = T
He ] vi-g (14)

where {{e)=¢e*{n).

The decision rule, therefore, is to square the
prediction error and compare it with a threshold
1. If the sample is greater than the threshold, we
decide that a pulse pulse exists : otherwise no pulse
exists, Therefore, MP are determined at those
points where the test ststistic /(¢) exceeds the
threshold, and the pulse amplitudes are simply
determined as the values of the prediction error
at the pulse locations. Hence, we can estimate the
locations and amplitudes of the MP simultaneously.

V. MULTI-PULSE LINEAR PREDICTIVE CODING

Although the conventionai LP inverse filtering
wail e oused o derive the MP sequences, LP
coefricwents cortain | ptch as since the excitation
s assumend to be the white noise. If an estimate
of the MP is avaliable the LP coefficients can
be modified to reduce the influence of the bias.

Defining a modified error as :
P

e (n)y=s(n)—u(n)+ S as(n-i), (15)
=1

the modified total squared error is

N=1
E=3 e (n),

A=0

{16)

where N is the frame length.
Minimization of E can be done by setting the
partial derivative of E with respect to «, to zero

and then solving

oE

_—=0

aaj

=l
/ 4 a7

The result 1s

N1 P
3, [s(n)- Eals(u-i}—u(n)]s(n—j)=0. (18)

a=0 i=1

Defining

N-1
ry= 2 s(r-i)stn=]) (19)
n=0

and

N-1
=3 u(n)s(n—j),

n=0

(20)
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e IR i ke rewriten as

P
Zayry==(ry—d)

(21}
i=1
or
ra=—(r°—-d), {22)
in matrix nolation.
Therefore, we have
a= -r"ry~a). (23)

Eq.(23) can be solved using the Cholesky dec-
omposition method, The results are the new LPC
filter coefficients with the pitch bias reduced.
These coefficients are used to produce a new
prediction error in the next iteration stage,

If w(n) is retained as the estimated MP comp-
onent of the prediction error signal generated by
the modified LP filter parameter, the modified
residual signal es{n) is identical to the white

random noise w(n},
V. ITERATIVE PROCEDURE

The last two steps are repeated for the resulting
system to have better performance using an ada-
ptive threshold at each step to select high energy
regions of the iterated results®. At each iteration
i, we select u:( n) from ¢, %) at those points where
the test statistic /(¢) exceeds the threshold level

17 e let,

(e'(n)y if ey > T

i ={ ) L.
“=1 it 1) <T (24)

We first find the minimum of wui{n)

G TR AL 10 % | WL

U o= min(u’ (1)), (25)

The choice of T*is determined by two conflic-
ting requirements : for a speedy convergence and
noise reduction, 7' must be large : it must be
sufficiently small to avoid losing any peak presence
in #(»), In additicn, 7+ must be nondecreasing,
since we are reducing the noise at each iteration.
We next determine 7\*"as follows. If T is greater
than or equal to wumin, then we do not change
the threshold level. If T+is less than uumin, we put
"7 = max (T‘,pnm) (26)
whrer #« is a given value between 0.9 and 0.99.

in summary, the overall procedure is as follows:

(1) Given the speech s(»n}, obtain LP coefficients
using the conventional LP analysis method,

{2) Obtain the prediction error by LP inverse
filtering.

(3) By an LRT, obtain the MP from the pre-
diction error,

{4) Using the estimated MP, calculate the new
LP coefficients,

{5) Adjust the threshold value of LRT,

(6) Iteration? If yes go to step(2) ; otherwise
stop.

VI. RESULTY

The example shown in Fig. 1 illustrates the
performance of the proi:;osed method. Fig, 1(a)
represents the sum of the multi-pulse #(») and
the white noise w{»)(which is the input to the
linear system), Fig. 1{b) depicts the impulse res-
ponse of the linear filter. Fig. 1(c) shows the
prediction error by conventional LP igverse filtering
;it is clear that the peaks are not adequately
detected, Fig. 1(d) shows the result of the prop-
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osed method after 1} iterations. It s clear from
Fig. 1{d) and 1{e) that the proposed method is
betivr than the conventional method, Fig, 2 shows
a plot of spectral distance against pitch for a
conventional LPC analysis, The spectral distance
between the known filter coefficients and those
derived from the conventional LPC analysis was
determined using the Jtakura-Saito distance mea-
sure, The pitch-related bias, causing the spectral
distance to increase with pitch, clearly exists in
Fig. 2. The results of the proposed MP LPC
analysis of the same data are also shown in Fig.

2. As can be seen, the spectral distance refnains
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{¢) Prediction error by conventional LP inverse filtering.
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{d) Result of proposed method.

Fig. 1. Simulation results,
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small, even for high piteh, which demonstrates that
with MP LPC analysis the pitch-related tas is
substanaiadly ceduced. Fig, 3 shows the resuits for
real speech, We test the algorithm under the
several conditions with respect to the multi-para-
meters i, e, p, 4, and «. Table 1 and Fig, 4 show
its results. In order to show the perfomance of
our method, we compare their SNR’s with respect
‘to the number of pulses and Table 2 and Fig, 5
show the results. Finally, Table 3 and Fig 6 show
the results that the coefficients of the proposed

model converge to the known coefficients as the
number of iteration increases,
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(d) Impulse response of system

i i
} ;
1 H
i i
P i

Sion VA et A e |
ST X \J"“;‘ﬁ' !m‘wlyrm,' ll)' x‘\_‘!{‘!"‘-"vJ"‘ ’
! !

s}

#

e e T e

(f) Multi pulses obtained by proposed method.
Fig. 3. Real speech.
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Tavle 2. Comparnson of SNR between two MNP LPC
methods with respect to the number of pulses,
K Somibe T RNE ATTIeY . o oer :
of pulses l MP-LPC (dR) MF’-.LPC EdBJ
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34 .68 ‘ 1098
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55 1248 i 12.95

Table. 3. Convergence of proposed method’s coefficients
to the known coefficients with respect to the
iteration number,
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19 (125 ] st fienn | & [ws] s | oewi B jww) w modified LP method based on the autocorrelation

VI. CONCLUSIONS

We proposed an algorithm for MP estimation

and LP coefficients estimation of speech analysis.

method of conventional LP. Through computer
simulation, we have showed that the proposed
method is better than the conventional LP method,
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