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Methods of Generating Hopping Patterns
Based on Permutation Frequency
Hopping SSMA System
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ABSTRACT This paper proposes the generation of several classes of frequency hopping patterns, which are derived
by permutation, for an asynchronous frequency hopping spread-spectrum multiple access system (FH /SSMA), The
first class of hopping patterns is obtained by using a Latin square, The second class of hopping patterns is derived by
generalizing the first class which is designed by using a permutation technique. The third class of hopping patterns
is designed by using a rotational base of elements. We evaluate the hit property of the proposed classes of hopping
patterns when these patterns are mutually shifted in an FH /SSMA system. Compared to the Reed-Solomon
sequences generated by the conventional method, the sequence obtained by the permutation technique can reduce
the number of hits among hopping frequencies in asynchronous time / frequency shift,

1. Introduction

frequency hopped(FH) SSMA and direct-se-

In code-division multiple access(CDMA)
based on a spread spectrum techniques, mul-
tiple access capability is due primarily to
spreading codes, i.e. hopping pattern quite
different from the traditional time and fre-
quency division multiple access methods.
Two of the most common forms of SSMA are
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quence{DS) SSMA, In FH /SSMA, there is
no requirement for time or frequency coordi-
nation between the transmitters. A unique
frequency hopping pattern is assigned to each
user, so that the RF signal form given to the
transmitter is hopped from slot to slot by
changing the carrier frequency according to
its own hopping pattern. Errors of decoded
data may occur whenever the RF signals of
different users simultanecusly occupy the

same frequency slot, T such a case, we sav i
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hit occurs. Variety type of FH /SSMA tech-
niques for reducing the number of hits have
been considered. In particular, it is the most
important problem in designing sets of hopp-
ing patterns that can minimize the number of
hits and mmprove multiple access capability.
The technique of designs of hopping patterns
with a fixed number of hits using a poly
nomial equation has been discussed by Mers
ereau and Seay'!’. The technique of designs
using permutation vectors have been con
sidered by Copper and Nettleton™™'. Further-
more, the problem of designing patterns
using rook placement has been discussed hy
Golomb and Posner™, and so on"'%' This
paper extends the previous techniques to the
presence of simultaneous time and frequency
of hits

among users in an FH /SSMA svstem. We

uncertainties to decrease number
propose methods to generate three classes of
hopping patterns based on permutation. In
the following section, we describe the model
of an FH /SSMA system. In section I,
define the hit for time /cyclic shifts in the

we

sequence of hopping patterns. In section IV,

we propose methods to generate new classes

of hopping patterns which are : the first
the
method using permutataion techniques, and

method using a Latin square, second
the third method using rotational base of el-
ement. Finally, we evaluate the correlation

characteristics for these hoppiig patterns,

ll. System model

This paper is concerned with the appli
cation of FH /SSMA to a system in which ¢
transmitter recerver pairs wish to communi
cate over a common channel. A source gen-
erates a message, independent of messages
generated by other users. Fig.1 shows a block
diagram of an FH /SSMA system with a fre
quency synthesizer, where users are transmit
ting individual signals S.¢), ¢==1, 2,---, O con-
tinuously in time over the same frequency
band. FEach transmitter possesses M-ary
FSK(MFSK) modulator followed by a mixer.
Incoming binary data are encoded by the
encoder to possess error correcting capability
and the output codewords are then mapped

into signal points by the MFSK modulator.

Transmitter ~ Receiver
Output
User No.1 Rppemon— ;| }o{Decodet> 4t}
White Gaussian
noise
User No.2 PDEMOD—3 | ]3Decoder]> hit0)
Interfering .
signal
Sol1)
User No.Q do(t)¥{Encoder] @p{pEMOT—3 1 }3lDecoder}> dott)
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Next, the carrier frequency of the resulting
modulated signal is periodically switched or
hopped by a frequency synthesizer. This sec-
ond modulator chopping the carrier frequency
from one frequency to another according to a
pre-determined hopping pattern is called a
frequency hopper,

Fig.2 shows the transition of modulated
signals in MFSK{(M=4) and that of hopped
carrier frequency. At the frequency dehop-
per, which performs\the inverse operation of
the frequency hopper, received signals are
dehopped to recover the MFSK signal. Then,
the MFSK signal is demodulated to recover
binary data. Moreover, the data is decoded to
detect or correct errors at the decoder. In a
primitive FH /SSMA system, both the enco-
der and a decoder for errorcorrection can be
omitted.

Input data 10 01 31 00 01 11 00 10 01 11 00

In
MFSK Sl
Jor

Jeo

I

=0
T h
.’é E==3
8 f
b, =
o fi
©
3
5 H]
o
L=
fi ==
A ==
time
PN 2 3 0 T 1 4 6 32 8 o0 7
sequence

(btransition of hopping frequency

Fig.2 Data flow of transmitted signal for an M-ary
FH /SSMA system,

Ill. Hit in Time and Cyclic Shifts of
Hopping Patterns

The frequency-hopped signals are generally
sinusoids produced by switching the carrier
frequency among a finite set of frequencies
according to each transmitter's own period-
ical hopping pattern. A hit may occur in an
FH /SSMA system when a signal is hopped
to a frequency slot that is occupied by
another user at the same time causing an er-
ror in demodulation. Therefore, a decoded er-
ror due to the hit is a major problem in
FH /SSMA. When a hopping pattern is
compared symbol by symbol with the other
patterns used in an FH /SSMA system, the
number of coincident symbols or hits between
any two patterns should be as small as poss-
ible, When users of an FH /SSMA system
hop their carrier frequencies asynchronously
with each other, the number of hits should be
minimized not only among the original patte-
rns but also among their shifted patterns, We
define two types of shifts of hopping patterns
: time shift and cyclic shift,

Let a set of finite hopping frequency vect-
ors Fi (=0, 1,---, 0—1) for FH /SSMA be

F={Fo, Fi, Fo,---, Fo- 1. (1)

The i-th hopping frequency vector F. which
the 7-th user employs can thus be represented

as a p-tuple
F=Uxo, fx 0, fx o)), (2)

where fx..1s the frequency assigned to the
{n mod p)-th time chip of the i-th user. If a
set practical hopping frequencies fu, f1,--, fr1
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1s given, fv.. must be a hopping frequency of
that set, i.e. Xi» € 0, 1, 2,-, p—1. Then we
define the hopping pattern of the -t/ user by
AYI:(‘\’! U, N Iy, AY /v’l) (%)
Let us consider coincidence or hit of the

shifted hopping patterns of the /-# and the
J-th users,

X=X o Xo e N 1)
‘\i‘:(‘\'r‘ll, AW Iyrer, A r l) (‘1)

If an element of X i1s coincident with an el
ement of X cyclically shifted by /(/-0, 1,

-+, p—1) such as,

‘\'; T .\'H i+ omodpy ( .

[}

then we call this coincidence “a hit in cyclic
shift of hopping pattern”™. If an element of .\
1s coincident with an element of the X
non-cyclically shifted by /(/==0, 1. 2,---, p—1)

such as
Now=Nn for Ogsngp—1—1, (6)

we call this coincidence “a hit in time shift of
hopping patterns™. The hit in time and cyclic
shifts represent cross correlation among the

hopping pattern.

V. Three Classes of Hopping Patterns

1. Hopping Pattern Based on a Latin Square

Latin square' of size N is an N\ X N matrix
based on some set of N symbols, with the
property that every row and column contains
each symbol exactly
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Table | : Example of Latin square,

1 column

22 130564
24652 01
E3 541 60
vzl a3
S0 603 1 2
61 0 4 23

once. If a cell of a Latin square satisfies the

following condition
Collm, w)==Cell{n, m), (7)

where O0<m, n<N—1, we call it an orthog-

onal Latin square,

1.1 Method to Generate the Hopping Pattern
A method to generate hopping patterns
combining a Latin square and the conven-
tional  method wused to generate hopping
patterns given by Copper and Nettleton'™' is
given as follows,
{a)Select a prime number ¢ which is denoted
by GF(q) on finite field set. Then p=¢—1

(b)Take the smallest primitive root a of .
Then, generate the permutation vector 1,
which 18 derived by o as shown as

= ta, (al), (o), (a¥ 1)), (%)

where the operation (a') denotes the mo-

dulo ¢ power of a @ Le.,

(x) =yl vigly (9)
where |y ] denotes the largest integer <.
(c)Generate the i-44 hopping pattern \\' de

fined by (3) as shown as

N ML+ 1,00, (10)
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Where the elements of this hopping pattern
" are equal to the sum of respective element
of I, and O,(;). O,(i) denotes the (i+1)-th
element of permutation vector lI,. Therefore,
we can rewrite (10) as

Ni={l+d, alto, E+at, - af Fal (1D
Example 1 Let us select a prime number
g=7. we obtain the smallest primitive root «

=3 of ¢. The permutation vector I, can be
generated as

II,=={1, 3, 2, 6, 4, 5. (12)

Using (10), we obtain the following hopping
patterns in the form of a Latin square,

X1=1{2,4, 30,5, 6}
Ne={4,6,5 20 1
N3={3, 5,4, 1, 6, 0}
Na={0, 2. 1, 5, 3. 4}
X5={5, 0, 6, 3, 1, 2}
Xe=i{6, 1, 0, 4, 2, 3}

1.2 Correlation Property of the Hopping Patt-
erns

When one hopping pattern in the class de-
fined by (10) is shifted in time by any integer
with respect to any other pattern in the
class, there will be, at most, one time chip
within a period p.
Proof An element of X. and a shifted el-
ement In time of X, are written by

Xiw= Hlj(k)+ H:/(l’)
Noowti= L+ + 4() {13)

If X. »equals to X, «+,, then

Assume that element X. # equals another el
ement shifted in time by a different ¢ such as

Xjwo= 0k +0)+,0). (15)

Then, from (14) and (15)

Niowo =X, h+
= (k) = Dk + )L G) — Bu())
=M,k +1)— M,k +1)=0, (16)

Since every element of Il, is different by the
definition of (8), t must be equal to /.

2. Hopping Pattern Based on Permutation

2.1 Method to Generate the Hopping Pattern

A method to generate hopping patterns
based on the permutation method is described
as follows.
(a)Let elements in a finite field with the or-

der p, GF(p) be (ev=0, €1, e2,>++, cp-1).

(b)Generate the i-th hopping pattern Xv.,

Xiom={X0 s X1 oo, Np-1 o, (17)

where X ., denotes )-th element of /-t hopp-
ing pattern X« which in turn is defined by

‘\',’7 ‘;=7'(€/+€v)mod f’, (18)

where Xi.«€GF/p)and i, j. s€ GF(p). We may
rewrite eq(17) by

Nuo=={i(eutes), ilertes), - ilep—17e) . (19)

If we use er(t#5) instead of e, a different set
of hopping patterns can be obtained.
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2.2 Correlation Property of the Hopping
Patterns

Two hopping patterns X.o and Xwo(i#j)
defined by (19) have hit only one hit within a
period p in a sense of the cyclic shift.
Proof If /#4, it will be confirmed that
(ket—ies) /(i—k)#GF(p). Then, there is an
element of GF(p), e such as

(ketr—1es) /(1 k)=-e;. (20)
Moreover, (20) can be rewritten as
l.(ej+t.’.\):k(t,’/+('?). (21)

This means that the ;-t4 elements of X, and
Xiw are coincident. Assume that the [-th{/#
j) elements of Xuv» and Xwin are coincident.
Then, we can obtain the following eguation
from (18),

ilertes) =k(erter). (22)

From (21) and (22), we can derive the fol-
lowing equation,

(i=k) (et—e) =0. (23)
Therefore, /=; because : # 4.

3. Hopping pattern Based on Rotational Base

3.1 Method to Generate the Hopping Pattern

A method to generate hopping pattern
using rotational base element is described be
low,

(a)Select a prime number p. Let a vector of
elements in GF(p) be (eo, ¢1, e2,+, ep-1) In
the same way as described in Section 2.

(b)The ;jth element X, of X is defined by,
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where X', €GF(p) and i jeGE(DP),
Therefore, we may write the /-t4 hopping pat-

tern .\ as,
L )
-\""W“v Coel, €200 Copo ity 17:. (25)

Example 2 Select a2 prime number p=7.
The vector of elements in GF(7) is (0, 1, 2,
3. 4, 5, 6). We can obtain from (24) and (25)

the following hopping patterns,

No==1(), 1, 2, 3,

op]

4, 5, 6
Ni=={0, 2, 4, 6, 1, 3, 51
Ne=i0, 3,6, 2.5, 1, 4
Xa=10, 4, 1. 5, 2, 6, 3|
Xi=10, 5,3, 1,6, 4, 21
No=10, 6,0, 4, 3, 2, I}

3.2 Correlation Property of the Hopping
Patterns

Two hopping patterns X\ and X,(i#;) have
only one hit within a period p in the sense of
the cyclic shift.
Proof If 1##4, it will be confirmed that
Fl/i:"r;) Jmod/»_f"i 1Cety) Imod p ;é(,b(p) (26)
We assume that ¢, is the sth element of GF
(p). We may rewrite (26) as follow
‘W/(rh),mod/w‘(’\z(lnﬂ),mod/w:"‘ (27)
If it is shifted » times, we assume that two
elements selected are equal, that is,

¢ e =(). (28)

stk ) imod p lthtutn modp

From (27) and (28), we obtain
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V. Performance Evaluation of Hopping 2 HHHL '
’
Patterns AL
'EEEP \
4 Tk i
In FH /SSMA, the number of hits should U g
- ! '
be as small as possible whenever two or more ’_’, " * 2
N +22
spread spectrum signals hopped by different Time shift

patterns are transmitted simultaneously with
the same set of hopping frequencies. In order
to evalute the performance of the FH /S5S
MA system using the previously mention-
ed classes of hopping patterns, we should ob-
tain the hit property'V’ between any two
hopping patterns X, .X; with m(m==0, 1, 2,---,
p—1) shift frequencies of .\: as shown in the
definition of (4). For example, the number of
hits is shown in Fig.3 when time and fre
quency are shifted by increments of one be-
tween the two patterns derived from the sec-
ond method using permutation is varied in a
synchronous chip time,

Hence, we use p=23 distinct hopping sig-
nal. The x axis is denoted by time shift (0<
Iti<p) on the midpoint 0. The y axis repre-
sents the frequency shift /< on the midpoint 0.
By inspection Fig.3, we see that the number
of hits never exceeds two in this example. As
previously mentioned, Fig.4 shows the num-
ber of hits in which two hopping patterns are
shown with an arbitrary time delay &{(0<!A
H<T).

Obviously, we see that the number of hits
is no larger than 2 in Fig.4. The comparison
of hit properties of the proposed patterns and

Fig.3 Number of hits between /: and time-frequency shifts
/r based on method using permutation with chip
synchronous for the 2nd method (p-=23),
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Ch )
-3 1
-33
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Fig.4 Number of hits between /. and time-frequency shifts
/: based on method using permutation with chip asyn
chronous for the 2nd method (p=23).

conventional patterns of RS code sequences
is illustrated in Table 2.

1t is noted that the method using permu-
tation produced hopping patterns which per-
formed better than conventional RS code
sequences under the same condition,
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Table 2. Proposed sequence property in comparision with
other sequence(p : prime number)
e ) .

| Ref. meth ' meth ! meth

‘ 1] odl  od2 . od3
S — S R b |
Length of !
l sequence
|

op-l p-1 P ' I

No. of patterns | p(p-1) i p(p-1) | p(p 1) plp 1)
[ S P o
. No. of hits with :
i synchronous i
|

! time / freq. =2 =1 S

shift(q=23)

i No. of hits with
I asynchrous

' time /freq.

- shift(q--23}

S S S s

VL. Conclusion

In this paper, we have proposed the num
ber of generation and presented correlation
properties of three hopping patterns in a fi
nite field and evaluated correlation property.
The first method using a Latin square gener
ates hopping patterns with the same property
as RS code sequences, and the second me-
thod using permutation have better perform
ance than the first method. Finally, the hopp
ing patterns of the third method possess the

1364

same correlation property of those of the sec-
ond method.

Therefore, the FH /SSMA system using h-
opping patterns generated by the second or
third method can reduce the number of hits
and improve the capacity or number of simuj-

taneously dccessing users,
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