W X

Data Bit Jitter7} Data %7]3]2¢] Bit Slip
Rateol| m| x|+ odsko]] 3L A

FER W oM R

Effect of Data Bit Jitter on the Bit
Slip Rate of the Data Tracking Loop

Hyung Jin CHOI* Regular Member

B ®H ¢ Data Bit Jitter(DBJ) 7} Data %7)4-418 2 2] Bit Slip Rate (BSR)¢ol| vl od&koll Hsle 233}
Ak, &3] of EFolA BSRAE AlAbsted a3 54 jitter parameter 5§ 244 Z.om 3 DBJo] ek A2
TAAHE Ak 2ol A" whiol olalad Falof wbilol wldte] HabalAl A2 gloh b woh HAH o
& dc} o] AasA DBJe] BSRel #d dg& 28 £ U Aol dckm Azslch Aze] AMAE wiyol &
441 7)ol 2] &3} parameter¥-o] $-71£l 9l o v jitter spectrume] 7t Y-E(HFu), nFu FEL5)d HE HAG v)Fo)
e s ek

ABSTRACT  This paper analyzes effect of Data Bit Jitter (DB]) on the Bit Slip Rate (BSR) of the receiver Data
Tracking Loop (DTL). In particular, we point out the characteristic jitter parameters that can be used to estimate
the BSR performance for the low frequency and high frequency parts respectively. We also propose a new format
for the DBJ specification, which is more sophisticated than the conventional method but is believed to be more prac-
tical and accurate in predicting DB]J effect on the receiver BSR performance. In the proposed method, receive depen-
dent parameters are identified and weighting between different parts of jitter specturm are properly considered.

1. Introduction and Background Rate (BSR). DBJ is the timing jitter at each

' data transition epoch associated with the

This paper investigates the relationship baseband digital data stream (or data clock)

between Data Bit Jitter (DBJ) and Bit Slip @ 9 [t corresponds to the so called “phase

R THAS % TR noise’ ® ® in CW carrier. Bit slip is an insertion

Department of Electronics Engineering, of a bit into the data stream or a deletion of
Sungkyunkwan University. ) ) )

v HROCEYE I 90-370F 1989, 2. 4) a bit from it due to the cycle slip of the
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associated data clock. It corresponds to the
‘cycle slip” in CW carrier “ ® ¢, BSR is usually
expressed in number of bit slips per second.

The control of DBJ is important in the
digital communication link to assure the design
link performance * ®. When coherent modula-
tion technique is involved, tracking receiver
may make occasional bit slips when jtter value
is not properly controlled. BSR will disrupt the
deinterleaving and decoding as well as the
frame synchronization. In general, BSR effect
becomes more serious as the data rate incre-
ases, Its occurance is quite catastrophic and
therefore its probability of occurrence must
be kept to a minimum,

The current DBJ specification is based on
the frequency modulation (FM) theory and
is typically specified in terms of maximum
jitter frequency (fm) and peak deviation (Af)
for sunusoidal modulation : and peak jitter rate
(Bm : 36 value) and rms deviation (¢;) for
random (Gaussian) modulation respectively.

The problems with the current specification
Is that it is too much simplified and thus
neglects to include (i) effect of receiver
tracking loop (type of loop, loop BW, and other
loop parameters) on the BSR, and consequently
ignores (ii) the fact that BSR is sensitive
to the spectral location of the jitter spectrum

(1. e., low and high frequencies).

In this paper, we will start reviewing the
problems associated with the current specific-
ation, investigate the relationship between DB]
and BSR and propose a new specification based
on practical considerations.

The organization of this paper is as follows.
In section 2, we present analysis of bit slip
in terms of phase error of the clock recovery
loop. Section 3 analyzes effect of jtter at
frequencies outsied the tracking loop BW (high
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frequency region). Section 4 does the same
for jitter components inside the tracking loop
BW (low frequency region). In Section 5, the
efect of data transition density on the BSR
1s discussed. Based on the results of the pre-
vious sections, a new DBJ specification is
proposed in section 6. Finally, a summary is
provided in Section 7.

II. Modeling of Bit Slips

To analyze the effect of DBJ, to be consi-
dered here as phase modulation on the data
clock, on the receiver detector performance
for BSR, we consider two different types of
receiver architecture.

In a reclocking type of circuit, a single
sample detection of an unfiltered data stream
is performed. Here, a bit slip occures when
the phased difference between the transmitter
clock and the receiver clock exceeds half a
symbol time or m radians. However, its delet-
erious effect only manifest itself if the phase
difference does not return below = radians for
many bits. The # of bits required depends
on the response time of the lock detectors in
the receiver system (deinterleaver, decoder,
frame sync, etc.).

In a matched filter type of receiver, the
situation is more complicated. If the phase error
exceeds m radians by only a small amount,
the situation may be described as a loss of
signal energy for some bits rather than as a
cycle slip. Only a phase error considerably
larger than = radian will come out as a true
bit slip. For bit jitter components inside the
tracking loop BW (low frequency region), this
distinction is of little consequence, since it will
cause cycle slip anyway as soon as the error
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exceeds n radians and the loop will pull tow-
ards the next stable lock points at +2r rad-
ians, However, the high frequency jitter com-
ponents do not affect the pulling behavior of
the loop since they cannot be tracked ; thus
they can increase the phase error well above
n radians and then reduce it again instantan-
eously, Based on the above considerations
a bit slip is declared whenever the fast (high
frequency) components carry the phase error
beyond n radians (worst case approximations)
or when the slow (low frequency) components
cause a cycle slip. Therefore, in the following
two sections, we consider the effect of high
frequency jitter and low frequency jtter sep-
arately. The separate analysis provides similer
results in the intermediate frequency range
so that the division between the two regions.
is considered to be not critical,

M. Effect of High Frequency litter
Components

In the following discussions, jitter can be
conveniently divided into two components :
sinusoidal (spurious) jitter and random jitter,
It will be shown that each component affects
the BSR in a different manner.

3. 1 Spurious Jitter

If the frequency of a jitter spur is conside-
rably higher than the loop BW, it is not tra-
cked by the loop. The variations of the local
clock phase are, therefore, the same as they
would be in the absence of that spur. Hence,
the transmitter phase variation due to the spur
is simply added to the phase error without
the spur. Thus we partition the phase error
process as

g (t)=4nl(t)+#n(t) (1)

where ¢ (t) is the total phase error process,
¢ .(t) iIs the spurious jitter process outside the
loop BW (untracked jitter), and @#n(t) repre-
sents effect of thermal noise (the receiver
clock oscillator instability is neglected).

If the process #,(t) has a peak value of
4;.,, the process ¢ (t) is very likely to
exceed +m whenever the process @n(t) exc-
eeds +(r— (Zh) since @, varies much faster
than ¢, Hence, the bit slip rate can be com-
puted as the rate at which the porcess ¢n
(t) crosses boundaries at + (r— @4).

Fig. 1 is the BSR computed from this model
as a function of the loop SNR for various
values of ¢,. First, we note that ¢ is inve-

rsely proportional to the loop SNR, SNR,.
#*~1/SNRL (2)

We also note that BSR is obtained by using
the equation of cycle slips of the generic PLL'

4 5

BSR=4B, / [r - exp(2 - SNR,) ] (3)

where By is the one-sided loop BW of the
tracking loop. Then Figure 1 is obtained by

using Equations (1), (2) and (3).

Fig. 1 does not reflect the fact that the loop
SNR is reduced by the sinusoidal phase mod-
ulation. From the FM theory, we know that
the residual carrier strength is proportional to
the Bessel function of the jitter value, Jo( ¢n)
19 Fig. 2 takes this effect into account by
showing the bit slip rate as a function of the
total carrier power, including modulation side-
lobes due to spurs. Fig. 2 is considered to be

355



REEESEH T '%0-5 Vol 156 No. 5

—RSLIP/ B (Normabzed Slip Rate]

—RSLIP /By Nomalizedt Shp Rate)

high freq. sparious tter{peak. rad
05 075 L0

P L more realistic than Fig. 1,

X
I N

== 1\

3. 2 Random Jitter
w* ' 2 ‘E For Gaussian jitter components outside the

loop BW, the problem is complicated since

there is no finite value for the peak of the

jtter. The probability of this process to exceed
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i
; i a certain value during a given time interval

w e e ‘ depends not just on the variance of the pro-

‘ cess, but on its whole spectrum,
[ For the computation of this probability we
T model the process @q(t) and ¢@,(t) as piec-
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\ seconds, where fgax is the highest frequency
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‘;\ q i " U”( values taken on by ¢,(t) are independent and
" — ‘ 5 S Gaussian, we can compute the PDF of the
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obtained from Fig. 1 or Fig. 2,

According to this expression, the bit slip rate
depends on the maximum frequency of the
jitter, fmax. However, as pointed out in Sec,
2, a bit slip can only occur if the phase error
exceeds « radians for a time larger than what
the sync detectors in the combined receiver
need to respond. For a decoder, for example,
the response time is typically a few hundred
symbols, Hence, the cutoff frequency fmax
could typically be set to approximately a few
percent of the symbol rate Rs. Since the slip
rates of intere§t are very low, only the beha-
vior of Prax(#r) for high values of @/ o,
where ¢, is the rms variation of ¢, needs
to be considered for only then is T ™( é’h) very
large to contribute to the above integral,

On the other hand, the function is very
insensitive to fmax in the range of high ¢,/
on. This point can be verified in Fig. 3 for
xx (N) plot where x(N) is defined as
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%(N)=x such that [ . Pmax(s) ds=1—107

(6)
and is plotted for various values of N=fpay / B
and 1=k=6.

BSR due to high frequency Gaussian jitter
is obtained by numerically evaluationg Eq.
(5) for fmax=10 - BL(N=10) and is shown
in Fig. 4 for various 3-sigma jitter values, This
result can approximately be applied to other
values of fmax (or N) also since the result is
relatively insensitive to N,

Just as in the previous case, Fig. 4 did not
account for the carrier power loss due to the
random modulation. From FM theory, we know
that the power spectrum density of Gaussian
modulation is also Gaussian®® ; thus the carrier
power rolls off at the rate of exp(—d%,). Fig.
5 shows the corresponding results when the
carrier suppression factor exp(—o% ) is inclu-
ded. Fig. 5 is considered to be more realistic
than Fig. 4.

IV. Effect of Low Frequency litter
Components

For slow varying (low frequency) compon-
ents of the jitter process, it can be assumed
that bit slip corresponds to cycle slips of the
general tracking loop. Theoretical analysis of
the phase modulation limits of PLL at -which
cycle slips occur is extremely difficult, In this
section, we will use primarily the available
experimental results @ for the cycle slipping
behavior of phase locked loops to predict the
bit slip performance of the data tracking loops.
This extension is possible since data tracking
lolp can be viewed as a generalized PLL®,
Here we take the second order loop case only

since this is by far the most popular choice®’.
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4. 1 Spurious lJitter

Fig. 6 is the deviation limits for sinusoidal
FM modulation tracked by a second order PLL
from Reference @, It can readily be seen that

the curves can be approximated by high fre-
quency and low frequency asymptotes. These
asymptotes are replotted in Fig. 7 for phase
modulation limits using a normalized frequency
scale ((Af),/fy and fy /1, where f, is the
loop damping frequency) to make the curves
independent of the loop damping. Also shown
is the asymptotic approximation of the transfer
function 111—H(f)!| for a second order tra-
cking loop with a prefect integrator in the loop
filter (Type [[ loop). Multiplying the modu-
lation limit and the transfer; function results
in a curve that is flat every where except for
a short ramp near f,. Thus, this result indicates
that the loop can accept one radian of peak
untracked sinusoidal phase jitter inside the
tracking BW or 2.4 radians outside the tracking
loop BW in the absence of thermal noise.
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Fig. 7 Maximum Sinusoidal Phase Modulation and Untra-
cked Phase Modulation,

4. 2 Random litter

The theory for low frequency random jitter
can also be developed from the experimental
data taken from®, which is replotted in F 1g.
8. These measurements were made with a
frequency jitter which has a flat spectral
density from DC to fmax. The asymptotic
boundaries for the rms frequency modulation
limit can be obtained by manipulating the
results of @ ;

for Low Frequency : (fmax{fa=fo)

U{é «/—fn

for High Frequency ; (fmax>fo)

o Tk (7)
=

T

where 7 is the crest factor®, and ¢ is the loop
damping factor.

For our purpose, we modify the above results
to model the jitter power spectral density as

a bandlimited white process such that

Si(f)=| No, 0=f=fpmax (8)
o, otherwise

Then it can easily be verified that equivalent
No must be set to

— ‘7!2 — szn
NO—" fmax - Tzfmaxa ’ fmango
T a2t (9)

By manipulating this result, we find that
an alternative way to specify the maximum
allowable frequency ijitter is

f. Si(f)g(f)dfs A (10)

where the weighting function g(f) is defined
as

glt)= {fz, f=f, (11)
0, £)fo

and A=fp'/7% We can readily verify that
Eq. (10) in conjunction with Eq.(11) is equ-
ivalent to Eq.(8). In addition, Eq.(10) is gen-
eralized in the sense that includes both the
high frequency and low frequency asymptotes
in a single expression by introducing a weig-
hting function,

This result indicates that phase jitter at
frequencies higher than f, has no effect on
cycle slips. This is true for CW carrier since
the high frequency components are not being
tracked and thus cannot affect the slipping
behavior. But bit slips can still occur at high
frequency, as described in section 2.

If the spectrum of the clock phase jitter is
considered, rather than the frequency jitter,
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the weighting function should be replaced by
a new function g(f) which is defined by

gf)= |t f=f, (12)
o, D)Yf,

The conversion from g(f) to E(f ) is straig-
htforward from the knowledge that the phase
power spectrum can be obtained by multiplying
f? to the frequency power spectrum® ¢

V. Transition Density Cosiderations

When the data transition density varies,
several parameters of the clock recovery loop

are affected. We will take Data Transition
Tracking Loop (DTTL) “ ® as a representative
data tracking loop and investigate how the
loop BW, clock ijitter, bit slip rate and loop
SNR change in a DTTL as a function of the
transition density. For other tracking loops,
similar conclusions can be made with minor
modifications ®©,

(a) CNRy variation : Since the tracking loop
performs a nonlinear operation on the received
signal, the CNR in the loop is not equal to
the link CNR. The ratio between the two is
given by S =CNRyop / CNR ynx and is called
the squaring loss. In general, the loop CNR
decreases with transition density (Sp increases
with transition density),

{(b) B, variation : when computing the bit
slip rate, we have to consider that the loop
BW varies as a function of the transition
density and Eg/N,, 1. e,

BL=2PBL, f(Es/ No) (13)

where By, is the nominal loop BW (which is
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defined for Py=0.5 and Eg/Ny=o0) and f
(Es/ No) is a scaling function which accounts
for the Es/ N, correction factor.

(c) The combined effect of the above is
that for high values of Es/ N, the loop SNR
is insensitive to the transition density P, wihille
for low values of Es/ N, it degrades quite
fast with a reduction in P,.

VI. Proposed DBJ Specifications

In previous sections, we have considered the
following two cases : (a) the combined effect
of thermal noise and high frequency jitter,and
(b) the effect of low frequency bit jitter on

a noise-free tracking loop, While the former
results provide quantitative relationships betw -
een the tracking loop SNR, the data bit jitter
and bit slip rate, the latter results can be used
to extend these relationships to frequencies
inside the tracking loop bandwidth.

Based on the above concept, we suggest a
new format for the data bit jitter specification.
Here, we take a huristic approach rather than
a rigorous treatment so that further improve-
ment can be made later on this subject. It
differs from the conventional specification in
the following aspects ; (a) It combine the
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results on low frequency and high frequency
and present a unified treatment, (b) phase
jitter rather than frequency jitter is specified,
(c) spurious and random components are tre-
ated separatly, and finally (d) weighting
functions are introduced for spurious and
random jitter components to account for the
interaction between DB]J spectrum and tracking
loop behavior,

The proposed algorithm is as follows :

To meet the BSR requirement of BSR(BSRp
ax, Combined jitter must be less than A (
radian), where Combined jitter, DBJcom, is
defined as

DBJeom=Cs+CnKA (14)

and the combined jitter is the sum of the
weighted spurious component Cs and random
phase jitter component Cy.

The weighted spurious component is defined
as

Co=3 aWa(fi) (15)

where a, is the amplitude, f, is the frequency

of the k-th spur and W(f) is the weighting
function, The sum is taken over all spurs.

The weighted random component is defined
as

Co= / fo S(E)Wn(f)df (16)

~E

where S;(f) is the spectrum of the phase jitter
and Wn(f) is the weighting function,

The weighting function for the random jitter,

Wn(f), and spurious jitter, Ws(f), is shown
in Fig, 9 and Fig. 10 respectively. The value
of A, as well as the exact shape of the

tog[¥ ()]

Tog(w, (f5)]

log[W ()]

Jog f

Fig. 9 Proposed Weighting Function for Random Bit Jitter.
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Fig. 10 Porposed Weighting Function for Spurious Bit Jitter.
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weighting functions Wg(f) and Wna(f) must
be determined from the maximum allowable
bit slip rate BSRmax, the range of permissible
data transition densities, the minimum Es/ N,
and the ratio of tracking loop BW and data
rate,

The weighting function Ws(f) and the
breakpoint are suggested by the result of Sec.
4.1 or by curve (1) in Fig. 7 :since Fig. 7
is for the maximum allowable jitter, the der-
ating curve must be the inverse of if. For the
weighting function W(f), the break point f,
is defined as f,=fn/./24 (f, in this case is
the tracking loop natural frequency for the
worst transition density in the permissible range
and the lowest nominal value of Es/ N,). The
scaling of W, is arbitrary at this point : for
convenience, the horizontal part is set to’unity.

The weighting function Wa(f) is suggested
by the result of Sec.4.2 or by function E(f )
in Eq.(12) ; it is proportional to f* for low
frequencies and is constant for high frequen-
cies. The proper scaling for the high frequency
asymptotes can be found from Fig. 5 while
the proper scaling for the low frequency asy-
mptote is not obvious. However, the breakpoint
should be f,, so the two asymptotes will be

joined at this frequency. The value of Wn(f)
must be computed for the specific link cond-
itions and desired BSRmax.

VI. Conclusions and Discussions

In this paper, we have investigated the
effect of DBJ on BSR from a practical point
of view and proposed a new method of DB]J
specification, In the proposed method, receiver
dependent parameters are identified and the
weighting between different parts of jitter
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spectrum are properly considered. The new
DB]J specification is given in a huristic manner
so that further discussions and critiques can
be made on this subject.

Although this method is more sophsticated
than the conventional method, it is believed
that it will give more insight into the effect
of jitter on the coherent reveive and generate
more accurate predictions on the effect of DBJ
on BSR performance. In addition, the graphical
information provided in Figures 1 to 8 can
be used as a valuable data for the desing of
the digital receiver to minimize the jitter effect
on BSR.
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