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ABSTRACT

Voiced-unvoiced-silence classification is one of the most important problems on speech analysis. Various classification methods have been proposed. Many of them incorporate several parameters: energy, zero-crossing rate of the signal, autocorrelation coefficients, LPC coefficients, energy of the prediction error, etc. Basically, they need preprocessing to extract the above mentioned parameters. In this process, considerable computations are required and much of the information inherent in the speech signal may be lost. Thus, a new algorithm using the amplitude distribution for each frame is proposed. In the first stage, we obtain the frame amplitude distribution. Each of V-U-S regions has its specific amplitude distribution patterns. And in the second stage, we classify the first stage using neural networks. Neural networks do not require the threshold selection techniques and are robust to background noise and are suitable for real time processing.

I. INTRODUCTION

The need for deciding whether a given segment of a speech waveform should be classified as voiced speech, unvoiced speech or silence (absence of speech) arises in many speech analysis systems. And it is one of the most difficult problems in speech analysis. There are several reasons why this is so. One problem is the large dynamic range of the speech signal itself in which a 20-40 dB variation of signal level is not uncommon within the speech of a single talker. Compounded with this is a 20-40 dB variation in level among talkers. Another problem is that sometimes the acoustic waveform does not provide accurate information about the signal classification, e.g., the vocal cords.
are vibrating (i.e., the signal is voiced speech) but no periodicity is seen in the acoustic waveform. Finally, all these problems are compounded by the degradations which include band-limiting, nonlinear phase distortion, center clipping, and noise addition.

A variety of approaches has been described in the speech literature for making this decision. There is an approach using a logical decision based on the values of a certain measured feature of the signal, e.g., zero-crossings, energy, autocorrelation coefficients, prediction error, etc. When used in conjunction with pitch detection, features of the pitch detector are often used to supplement the voiced-unvoiced decision. All of these methods can be classified into two categories. One is a group which can be applied to a pitch detection problem directly. Methods which utilize the autocorrelation function of a speech signal (or its prediction error signal), and those which utilize cepstral peak values, are representatives of this category. The other includes methods whose approaches are similar to those of pattern recognition\(^6\). That is, they are based on differences of statistical distribution and characteristics of acoustic feature parameters between voiced and unvoiced speech. All of these methods have to adopt a threshold for decision, and the threshold depends on the signal-to-noise ratio\(\text{SNR}\), noise characteristics and speaker, etc. Thus the adaptation and optimization of threshold for \(V/U/S\) decision are complex and unreliable in a certain condition (e.g., nonstationary noise environments).

A new algorithm is suggested in this paper, which measures the frame amplitude distributions and uses artificial neural networks to decide \(V/U/S\) frame. The proposed algorithm needs no threshold selection technique and is a robust \(V/U\) classifier.

II. Amplitude Distribution Characteristics of Speech Signals in Each Frame

When applying statistical notions to speech signals, it is necessary to estimate the probability density from speech waveforms. The probability density is estimated by determining a histogram of amplitudes for a large number of samples, i.e., over a long time. Many extensive measurements of this kind have shown that a good approximation to measured speech amplitude densities is a gamma distribution, or somewhat simpler approximation is the Laplacian density. The gamma density is clearly a better approximation than the Laplacian density, but both are reasonably close. But, if we measure the amplitude histogram of speech signals by the frame (in this paper 256 samples with 128 sample sliding window), it is apparent that voiced, unvoiced, silence speech signals have different types of distribution. The amplitude histogram of voiced speech signal tends to be distributed over a wide range of levels. In the silence region, the histogram tends to be concentrated around some low levels. The unvoiced speech signals are more likely to be concentrated around some low levels than the voiced region and a few of them have higher levels than silence. It can be seen in Fig.1\(^a\).

We use these characteristics of the amplitude distribution in a frame to classify \(V/U/S\) speech. These characteristics are robust to nonstationary
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In Fig. 1, amplitude characteristics of V/U/S speech noise environments, e.g., burst noise, impulse noise as well as additive white gaussian noise.

II. Artificial Neural Net

1. ANN Architecture

The feedforward ANN used for V/U/S classification is illustrated schematically in Fig.2.

The outputs of nodes in one layer are transmitted to nodes in the upper layer via links that amplify or attenuate such outputs through weighting factors. Except for the input layer nodes, the net input to each node is the weighted sum of the outputs of the nodes in the lower layer. Each node is activated according to the input to the node, the activation function, and the threshold of the node.

The net input to a node in layer j is

$$\text{net}_j = \sum w_{ij} o_i$$  \hspace{1cm} (1)

The output of node j is

$$o_j = f(\text{net}_j)$$  \hspace{1cm} (2)

where f is the activation function. For the sigmoidal activation function used in our ANN, we have,

$$o_j = \frac{1}{1 + \exp(-\text{net}_j/\theta)}$$  \hspace{1cm} (3)

where the parameter $\theta$ serves as a threshold. The effect of a positive $\theta$ is to shift the activation function to the right along the horizontal axis, and the effect of $\theta$ is to modify the shape of the sigmoid. The low value of $\theta$ makes the sigmoid take on a threshold-logic unit. The sigmoidal activation function is illustrated in Fig.3.

Fig. 2. A schematic depiction of a semilinear feedforward ANN.

Fig. 3. The sigmoidal activation function with threshold and shape modification.
We adopt the generalized delta rule for learning the weights and the biases. In this procedure, we present the input pattern and ask the net to adjust the weights and the thresholds such that the desired outputs are attained at the output nodes. For all the input-output pairs presented, we ask the net to find a single set of weights and biases that will satisfy all the input-output pairs. However, the outputs will not be the same as the desired values. Let $o_{jk}$ be its desired value. For each pattern, the square of the error is

$$E_n = \frac{1}{2} \sum (d_{nk} - o_{nk})^2$$

and the average system error is

$$E = \frac{1}{2} \sum \frac{1}{P} \sum E_n = \frac{1}{P} \sum \left( d_{nk} - o_{nk} \right)^2$$

The factor $\frac{1}{2}$ is used for mathematical convenience.

2. Learning in ANN

In the learning phase, the weights are adjusted in a manner to reduce the error $E$ as rapidly as possible. We adjust weights by

$$w_{jk}(n+1) = w_{jk}(n) + \eta \delta_k$$

where $\eta$ is a gain term, $\delta_k$ is an error term of node $k$, and the quantity $(n+1)$ is used to indicate the $(n+1)$th step. The $\delta_k$'s are given by the following two expressions:

$$\delta_k = (d_k - o_k) o_k (1 - o_k)$$

if $k$ is an output node or

$$\delta_j = \delta_j (1 - \delta_j) \sum_k \delta_k w_{jk}$$

where, $k$ is over all nodes in the layers above node $j$ if $j$ is a hidden node.

In the expression, a large value of $\eta$ corresponds to rapid learning but might result in oscillations. This can be avoided by including a sort of momentum term. That is,

$$w_{jk}(n+1) = w_{jk}(n) + \eta \delta_k O_k + \alpha (w_{jk}(n) - w_{jk}(n-1))$$

where $\alpha$ is a proportionality constant between 0 and 1. The momentum terms specifies that the change in $w_{jk}$ at the $(n+1)$th step should be similar to the change of the $n$th step. A finite $\alpha$ tends to dampen the oscillation but it may slow the rate of learning.

IV. Computer Simulation

1. Experimental Conditions

Speech signals used in this simulation were isolated words of about 3 year old female speaker. The V/U/S decision for each analysis frame was made by visual inspection of its speech waveform. The speech signals were recorded in a sound-proof room. A noisy speech was created on a computer by adding the sampled white Gaussian noise sequence to the sampled speech sequence. The SNR was defined as the ratio of the average power of speech to the average power of additive noise of each data length. Experimented SNR's in this paper were -3, 0, 3, 10, 20 dB. The length of frame to calculate the histogram of amplitude is 256 samples and its overlap samples are 128 sample. Each of the speech signals was sampled at 8 kHz with 12-bit accuracy and band-limited to 3.4 kHz.

2. ANN architecture for V/U/S Classification

For V/U/S classification of speech, a 3 layer net is constructed. It is composed of an input layer.
two hidden layers, and an output layer. Its overall architecture is shown in Fig.4.
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**Fig. 4.** The architecture of the ANN used for V/U/S classification.

In the first step, input speech is analyzed to yield the histogram for each frame. The histogram consists of 256 levels, which is used as input to the ANN. This input layer is fully interconnected to the unit of the first hidden layer.

In the second hidden layer, 8 hidden units are interconnected to the units of the first hidden layer. Finally, the output is obtained from the weighted sum of the outputs of the second hidden layer. The output layer consists of 3 units, one for the voiced speech, another for the unvoiced speech, and the other for the silence.

3. Learning in our ANN

In our ANN, we have adopted the generalized delta rule formulated by Rumelhart, Hinton, and Williams\(^\text{a}\). A gain term \(g\) is set to 0.7 and a momentum term is introduced. The database used for the experiment is split into two parts: the training and the testing set. The training set consists of 300, each classified as V/U/S regions.

The training data are randomly scrambled to reduce the effect of input order. The system error is limited to 0.000001 and the maximum number of iterations is 2000. The iteration stops if the system error reaches the limited value or the maximum number of iteration is reached. The normalized error plot is shown in Fig.5.
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**Fig. 5.** Plot of normalized error vs. iterations.

4. Experiments

We have used 60 segment of Korean words as the testing data for output generation. Each word is analyzed on a frame basis to get the histogram and this histogram is input to the ANN. Output is generated immediately: the largest of the three output values indicates that the frame is voiced, unvoiced or silence classification result. The result are shown in table 1 and table 2.

<table>
<thead>
<tr>
<th>Output True</th>
<th>Voiced</th>
<th>Unvoiced</th>
<th>Silence</th>
<th>Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voiced</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Unvoiced</td>
<td>0</td>
<td>29</td>
<td>1</td>
<td>3.3</td>
</tr>
<tr>
<td>Silence</td>
<td>0</td>
<td>0</td>
<td>30</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Table 1. Classification results (open test of original data.)

<table>
<thead>
<tr>
<th>Output True</th>
<th>Voiced</th>
<th>Unvoiced</th>
<th>Silence</th>
<th>Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voiced</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Unvoiced</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Silence</td>
<td>0</td>
<td>3</td>
<td>27</td>
<td>10.0</td>
</tr>
</tbody>
</table>

Table 2. Classification results (open test 10dB SNR.)
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Table 3. Classification results (open test 34 dB SNR).

<table>
<thead>
<tr>
<th>Output True</th>
<th>Voiced</th>
<th>Unvoiced</th>
<th>Silence</th>
<th>Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voiced</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Unvoiced</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Silence</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 4. Classification results (open test 0 dB SNR).

<table>
<thead>
<tr>
<th>Output True</th>
<th>Voiced</th>
<th>Unvoiced</th>
<th>Silence</th>
<th>Error(%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Voiced</td>
<td>30</td>
<td>0</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Unvoiced</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>0.0</td>
</tr>
<tr>
<td>Silence</td>
<td>0</td>
<td>30</td>
<td>0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

V. Conclusion

In this paper we have proposed the new V/U/S classification algorithm which uses neural networks as decision procedure and amplitude distribution characteristics of a frame as input. The computer simulation result shows that the proposed algorithm works well under extremely noisy environments in V/U classification, but fails in U/S classification. Even if we classify by the visual analysis or listen to the speech, it is almost impossible to classify U/S in very noisy environments.

The proposed algorithm needs no preprocessing of speech data and no threshold selection techniques and is robust to noise and is suitable for real time implementation.
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