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ABSTRACT

Testing procedures for a detection of change point in the regression model with corretated
errors are discussed, A Bavesian approach is adopted and applied to a regression model with
errors following an AR(1) model,

1. Introduction

Increasing interest has been shown in the change point problem, This problem of testing
for the change at unknown time poirtt was considered by Quandt(1958, 196(0) who proposed a
test procedure for no change versus one change based on the likelihood ratio, Brown, Durbin
and Evans(1975) provided tests based on recursively generated residuals and Macneil (1978)
proposed tests for the change of polynomial regression which are based on raw regression
residuals, Based on the Bayesian approach, Chernoff and Zacks(1964), Hobert and Broemeling
(1977), Smith and Cook (198(), and Booth and Smith(1982) studied similar problems by assign-
ing a prior distribution to the change point, 2(1sk=n),
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Most authors, however, have assumed that the observations are mutually independent,
which is often unreasonable for sequential data,

For dependent series, Box and Tiao(1965, 1975)studied tests for changes where the
possible change point is known, and Bagshaw and Johnson(1977) proposed a method for
detecting step changes in AR(1) model, Henderson(1986) studied the change point problem in
mean when the data are correlated and the variance of each element and correlation matrix arc
known, In this paper we will consider the change point problem in regression coefficients when
the errors are correlated,

Consider the regression model

y=x8+jd +e, (1.1
where v is an(znXx1)column vector, x=(x,, x, -, %)  is a vector of regressor variables, j, 13
given by jo=(0,0, -+, 0, %es1, Xer2, 7, Xx)’, [ is an initial slope, & is the amount of chage in

A, and ¢ is a normal random vector with mean 0 and correlation matrix R, all elements haviny
variance ¢°, In other words, the sequences defined by (1, 1) will be said to have a change point
at £ if

V=X + e, for 1st<k
vi=x(8+35)+ e for k+1=t<n,

As in Henderson(1986), the correlation structure £ and ¢* are assumed to be known, the
initial slope may or may be known, § denoting the change of 8 is unknov'n but § is assume:l
to be positive, and % is unknown, Note that since we know the correlation structure K
transformation to independence is possible, But the design matrix after transformation will be
complicated and does not have the step change structure, [x, j.], in(1,1) as Henderson(1986:
stated, Therefore, when the observations are correlated we cannot use procedures studied fo-
independent cases,

Testing and estimation procedures are described in Section 2 and 3, In Section 4, w:
discuss the case when R and §* are unknown, Finally, in Section 5, we will test our procedur:

using correlated data and examin the effect of correlation,

2. Testing Procedure for a Change Point: R and ¢* are Known

We begin our discussion of a Bayesian approach, assuming that the prior distribution for
kis

Polry=p, Polk)y=01—p)/(n—1),
where £=1, 2, -, n—1, 0=p=1. No change in 4 implies that the change point % is n,

For given k, g and &, the likelihood function is given by
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The likelihood ratio for testing H, : k= versus H, : k< n is

(1=1)° XZL(W? B 8)
LG B (2.1)

2.1 Case with 3 Known

In this section we assume that g is known, and, without loss of generality, let 2=0, Given
a change in slope /s, we adopt the uniform prior distribution of %, 7, e.,

IJU(k)il/(}Z”'l)‘ ki.:l’ 2’ ey n,_.l‘

Denote the elements of R~' by (7;) and introduce the notation

" 1A n
1 i 15 , P .
Aps 'R Vg Bew Ry, o, Elru. FooE 2121)11.
J r=1)=

With g=0, (2, 1) can be written by

1) 12L(ylk, é)
vl

n-l -

oy B g0t zoBy 2.2

On Taylor expansion in §, this ratio becomes

— —r—zr<:2j8k>a—+ 0(8).

(n—-1)o
We thus suggest the following test .

reject H, if T, :::Z:}iB,Z>C_

Note that the test statistic 7, can be written as
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n
Li=uy= gl u;y;, (2.3)
where u = (. w,, --,u,) and wu; is given by

u;— g:l (i— D xiri;,

Note also that if each element of x is equal to 1, 7, becomes é Z”‘, (i—1)r;;¥; which is the test

i=li=1
statistic derived by Henderson(1986). If each element of x is 1 and the observations ar:

independent, then the test statistic 7 reduces to 3 (i—1)y; which was given by Chernoff ani
r=1

Zacks(1964),

Since T) is a linear combination of y," s, 7} is a normal random variable with varianc:
ozg’R@ i p?, Under H,, E(7,)=0, and the critical value for a size a test is given by v¢, ,.
where ., is the 100(1- @) percentile of the standard normal distribution, Under H;,

Ge=E(T) =84 s
and the power of the test is given by
1= @ (a-o—8e/v) 2. 4)
2.2 Case with 8 Unknown

Now, consider the case when the initial slope £ is unknown, In this case, we consider the
following methods for the manipulation of g for given £ and §,

(i) For each fixed &, find the maximum likelihood estimation(M, L, E) of 8 and use it
in the likelihood function,

(i) Assuming a N (0, 7% prior for 8, integrate out the likelihood function with respect o
3, under H, and H;, and then let 7% go to infinite,

(iiiy Giving an improper prior P (b’)OcII([f)l% to B, where I is the Fisher's informaticn
number, integrate out the likelihood function with respect to 8, under H, and H,.

For each case, we obtain the following resuits,

()" The M, L., E, of 8 under H, at fixed & is given by

Be= (xR 'x) 'R (y - Jxd)
and under H,

B= @R x) xRy,

The likelihood ratio(2, 1) with the above M, L. E. 's of A becomes
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G o] g R xR TR i)

280/ R (2B},

which is similar to(2,2). Hence on Taylor expansion in §, we get the test statistic 7,

which is a weighted sum of residuals obtained assuming no change in 8 with weights #;’s,
(ii)” Assuming that the prior of £ is N (0, %), the likelihood ratio(2, 1) is given by

n—1

:g[:[«(.z!k. B, 8)FP(B)dg
[TLoin Br@ds

n-1

= Sexp| LR = (R0 /(2 (e (R + 69) |67

n—1kn

Now, if 7% goes to infinite, the above statistic becomes 7, as in (i)',
(iii)” Adopting Po(8) oc' (67*)x’R7'x]? as the prior of # and integrating out the likelihocd
function with respect to 8 under H, and H, the likelihood ratio becomes

717”71—1 , B 7_1_,,_ 2 C DN (5 D=lg\2 [ -1 -1
A o] - 8GR 0 - VR0 R ) )
23[R Yy R R 0 YR ]|

As before, we can see that the coefficient of § after Taylor expansion in § is equal to 7,
Whatever priors are used, following the procedure just described, wa can obtain the same
test statistic 7, 7. is also a normal random variable such that, under H,, E(7,)=0 and

_.72_



ri=var(Ty) =« (R—x(x’R7x)"'x) u,
and under H,

pe=E(Ty) = 6u/ (I -x(x’R'x) 'x'R") j,

Note that if each element of x is equal 1, 7, reduces to «'(y—3*1,), where

Y= (é 7. v) /7., as derived by Henderson(1986) and, moreover, when the observations are
i=1

independent, 7, becomes _'Z‘.l(l'*l) (v,—v) which was acquired by Chernoff and Zacks(1964).

The power of 7, is given by
1= @l a— /7). (2.3)
2.3 Prior Specification for 5 and ¢§
Booth and Smith(1982) considered the similar problem when the errors are independent,
Using the vague prior for 3, §, and ¢, they derived a statistic to test whether change occurs

at time k2, We assume the improper prior for 8 and § as follows :
Under H,, for fixed £, we assume that

P(B, skl (B, &)
=g [(YR %) (G R o) — G R 0], (2.6)

where

13, &) Z[E'R X 'R ‘5]
. =0 . . .
' R X R

and under H,,
Py(B) el (B) =0 xR ’x)z.

Then the appropriate ratio is given by

Z"lk Lf_/‘L(}lk B8, 8B (B, 5,k)dﬂdé‘

r=
[Lom pR@ds
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=c-1:% [@Rx) GyR™'y) — G R™'x) (R™1y) J?
e C n— ]_ hgl exp{ 20_2 (£1R~1£) [(Z'h’RAIZ'h) ({IR_IE) — (Z‘k,R‘li) 2] }'

where C is a constant which can be determined following the argument provided is Spiegelhalter
and Smith (1982, Section 4),

If we assume the independence of # and §, and use
PBlky=Clo (xR 'x)]z
and
P31k =Glo* (W R )]z,

then we obtain

1y=- G 2r R ) ('R "'z) ]%
T e—14 (e R ) (x'R7'2) — (W R7'x)?

[('R7'2) G R'9) — (W’ R7'x) (X’ R~'y) ]
Xe"p{ 262 R G R ) WR 0 — G R '2)7] ]

For each k, we can derive a test statistic and a testing procedure using normal or x* distribu-
tion, But, an overall assesment of change versus no change is difficult because we have not
been able to derive the distribution of T; or 73, The same is true with Booth and Smith (1982},
For each fixed % they derived a test statistic of the form given by a weighted average of the
Bayes factor in (4, 3), of which the distribution is hard to obtain, However, the choice of prior
distribution does not give much effect on the form of the statistics,

2.4 Multiple Parameter Case
We now turn to the more general case,
y=XB+/id te,
where X = (1, %, -, %), o= G Jz =0 Jo)y B=(Br, Baw -y Bp)', d=1(81, 82 -,-8p)", and

y and e are given by (1, 1), If we use a N (g, I?) prior for 8 in method (ii) or R (8lk)o [o7°

(X'R'X )]% in method (iii), we obtain the similar results to the method (i) as in the cingle
parameter case, Therefore, we consider the method (i) only,
For given &k and 8, the M L E of g is, under H,,

Be=(X'R X)X R (y—Jud)
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and under H,

~

3=(X'R'X) 'X'R'y,

The likelihood ratio is therefore

(nx-l)*‘:g]i L(y|k, Bk- 3)
LIn, B

- L5 exp[ SR U~ X (XRX) X RS

n-15
2R - X(X'RX) X R Yy .
On Taylor expansion in §, the ratio bacomes

,,,,,,.]:__. ,n"l TRV — ! 1 1Y -1
I G 2R U =X (XR X)X Ry 0(0),

Hence the test statistic, 7T, say, is given by
To= SR - X(X'R'X) 'R Yy,
kol =

T, is a normal random variable which is similar to 7, except using matrix notation for x an

jk .

3. Estimation of a Change Point

Consider the estimation problem of change point 4 by Bayesian approach, A point which
maximizes the posterior density function will be regarded as the change point, Smith (1975
1977) studied this problem using Bayesian method when the errors are independent and ¢* i:
unknowr,

Following Smith, we can obtain the posterior distribution

P(kly, 8, 8)xPylk,B,8)F(8, dlk) F(k), (3. 1)

where we adopt the uniform prior for %, 7, e, Po(k):-ri, k=1, 2, -, (n—1), and th:

n—1
improper prior B (8, 8ik) of 8 and § is given by (2.6)., Since
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Pkl [~ ["P(slk, 8. ) P8, Slk) Pulk) dbdo

) 1
o« exp %7@“’—‘@ Pk,

where

p. L& R0) GuR™'y) — (W R™'x) (’R~1p) |?
* ('R7'x) (uR7'8) — GiR™'x)? ’

the posterior mode of & is the point which maximizes P,, For fixed &, if we denote the residual
sum of squares of the model y =x8+ jid +¢ and y=x8+¢ by SSE(k) and SSE(#), respectively,
then

SSE(k)=y'R*(I—-ZJ(Z,/R'Z)'Z/R )y 3.2
and
SSE(n) =y'R (I -2’ R'x)"'x’R™")y, 3.3)

where Z,=(x:j,). After some calculation we can see that P, is equal to SSE(»n) —SSE(4),
That is to say, the point that minimizes SSE (k) is our estimate of change % since SSE(»n) is
constant with respect to £, As in Section 2, without difficulty we can obtain the similar restlts
for multiple regression model,

4. Testing Procedure for a Change Point:X and ¢? are Unknown

We have assumed that # and ¢? are known, which may be true in some situation when
the long series of observations are available, But in many other cases, it is impractical to
assume that B and ¢? are known, We first consider the case when ¢? is unknown but R is
known,

As in Section 2,2, for the manipulation of 2 and ¢, we adopt the improper prior for 8 and

P8, o) |[I(8, o)z
= 07 (WR'2)7

Then, given k2 and §, the ratio in (2,1) becomes
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S [ ["LGlk, 8 5. 0P8, o)dsdo

n—1i=1o

/o-w[:“l'”, 8, 0)P(, o)dpdo

:.ﬁ.llgmzacszm] 2
where
Ce= WRx(X'R'x) ARy
R~y R x(xRx) xRy
and

D,= _WR /R 'x (xR x) xRy,
YR 'y—-yRx (xR 'x) '2’Ry

On Taylor expansion in § of (4, 1), the ratio becomes
1*--’7-—12 W+ 0(8)
and the appropriate test statistic is defined by
n-1
n = ?::1 C),. (4. 2)

Since C, is a normal random variable divided by a »? distributed random variable, the exact
distribution of 75 is hard to obtain as in 7y,
As was explained in Section 2,3, when R=1, Booth and Smith(1982) adopted the vagie

prior for 8, 8 and ¢ such that, under H,,

P8, 8, 6)=P(Blo)P(Slo)P (o)

:':Cﬁ(sz 0’2)_§ 03(2”02)7; Cﬂ(;_l

and under H,

P8, 8)=Cp(27 0?7 C,07

where C,, C, C, are unknown constants, They proposed a test statistic for fixed k defined hy

_ | X, X, d _
Bo=Cl| g T g | 1+ /=2 p) Rl 4.3)
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where X, = (%, % v %), Xn & = (Xeer, ~*, %), p is the number of regressor variables, and
F, denotes an usual F statistic for testing § =0 at fixed point k2, If we follow their approach
but with improper priors for 8, &, and ¢ such that under H,, for fixed &,

P8, 8. ol (B 8, o)l
=0 (YR GVR )~ G/ R 0?2
and under H, ,
P8, o) 07 ({’R“{)%,

the ratio in(2, 1) reduces to

C,[§S‘E(n) -~ (SSE (n) —SSE(/’E))]*"/2
N SSE (n)

:C*[H SSE (n) —SSE (k) ]n/z

SSE(%))
=C*(1+ F)"?, 4.4)

where SSE(£) and SSE(n) are given by (3,2) and (3,3), respectively, and C* can be det-r-
mined following Booth and Smith (1982), We thus obtain the usual F statistic for testing & =(
at fixed point £,

In case when R and o? are unknown, the estimation of 2 may be achieved by giving priors
to all parameters including K, Especially, if R is a function of only one parameter ¢ as in the
AR(1) case, (5.1). Po{¢) can be used as in Henderson(1986), In general, however, we fzce
with two problems as Henderson stated : Firstly, how to find suitable estimators or priors for
R and o% and secondly, how to derive the distributions of test statistics,

These problems need further work,

5. Simulation Study

In this section, we examine our test procedure and study the effect of serial correlation
using simulated data,

The test statistic 7, acquired in simple regression model with no intercept is used,

assuming o° and R are known, In our simulation, the error e,s satisfying the AR(1) mob-:l

e =de . ta, (5.1)
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are considered, where a4,’s are independent and normally distributed with mean (0 and variance
0.2=9, and a,” are generated from GGNML in IMSL and multiplied by 3, Without loss of
generality #=0 is assumed, and thus y s are generated from our regression model
y=jd te,
We compare the powers of 7j, changing the values of AR(1) parameter(¢) from —0, 4 to 0.4
with the number of observations 20, x,=:/4(1<i<#n), and a change point £=15,
Exact powers at significance level (, 05 with various values of ¢ are given in Figure 1 when

ot is 0,/ (1—¢* and § is /6,
Recall that the power is given by

1"7®(Cl—a“(/)k/l})
which is given in (2,4), Note that the elements of the inverse of AR(1) correlation matrix are
1/(1-¢% if i=j=1, n
A+¢9/0—9¢?) f 1 1<i=j<n

0 0.W.

Thus, the weight #,’s are given as follows :
=== g/ (1—¢?)
U, = 1}7_1_,‘1 (i =D a7
=(1=¢) HU-DIA+ 65— X0 %0) [+ (1 — %) } (5.2)
for 7=2, 3, -, n—1 with %=x,,,=0
Un=[— (n—2) $xn_ 1+ (=) xa]/(1—4?),

When all elements of x are 1, §./v becomes

§ 3 (-1

=i+l

s

ouf B (-1 (-1

i=1j=

Hence the test is more powerful for negatively large ¢ and for small 2 as we can see in

Figure 1,
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The power comparision using 73 is given in Figure 2 under the same condition except using
B for 8 as in 7T,. A similar explanation can be given for this case but the explicit form for s/
y in (2.5) is too complicated and is omitted,

L0y g=-0.4
=X \\
8 \--\\‘\
.
-8 45:0.0 \
s.‘? ................ ———
: T
o
6 =02
5 -
| =0, 4
gp 2200
.3
L2-
.1-

PSR

574 6 8 10 i 14 16 18
change point £
Power of 7, Test for n=20 and 6=0/6,
When Testing at the 5% l.evel and Assuming =0,
(Figure 1)

1amod
~3

e e SR e et —+
2 4 6 8 10 12 14 16 18
change point £
Power of the 7, Test for =20 and 8= d/6,
When Testing at the 5% Level and Assuming 8 Unknown

(Figure 2)

_80_



. Chernoff,

REFERENCES

. Bagshaw, M, and Johnson, R A, (1977),

“Sequential procedures for detecting parame-

ler changes in a time—series model,” 1.
Amer, Statist, Assoc,, 72, 593—597.

2. Booth, N_B.and Smith, A F. M, (1982), “A

Bayestan approach to retvospective identifica-

tion of change points,” Journal of
Econometrics, 19, 7—22.
. Box, G E,P, and Tiao, G, C. (1965), “A

change in level of « nonstationary tHme
sertes,” Biometrika, 52, 181192,
G, E, P, and Tiao G.C, (1975),

“Intervention analysis with applications to

Box,

environmental problems,” ], Amer, Statist,
Assoc., 70, 70--79,

. Brown, R L,, Durbin, J, and Evans, ] M,
(1975), “Techniques for testing the comstancy
of regression relationships over time,” ] R,
Statist, Soc,, Ser. B, 37, 149--192.

H M. and Zacks, S, (1964),
“Estimating the current mean of a normal
distribution which subjected to changes in
time,” Ann, Math_ Statist,, 35, 9991018,
R. (1986), “Change—point
problem with corvelated observations, with an

. Henderson,

application in material accountancy,” Tech-
nometrics, 28, 381-—389,

. Hobert, D, and Broemeling, L, (1977),
“Bayesian inference related to shifting
Sequences and two--phase regression,”
Comm, in Statist., A 6(3), 265—275.

9.

10.

11,

12,

13,

14,

15,

_87_

LB, (1978),
Sequences om partial sums

Macneil, “Properties o;’
of polynomia'
regression residuals with applications to lest
Jor change of regression at unknown times,’
Ann, Statist,, 6, 422—433,

Quandt, R E, (1958), “The estimation of th:
Dbarameters of a regression system obeys tw)
Seperate regimes,” ], Statist
Assoc,, 53, 873—880.

Quandt, R E. (1960), “Tests of the hypoth: -
sis that a linear regression system obeys tw)

Amer,

seperate regimes,” ], Amer. Statist
Assoc,, 55, 324- 330,
Smith, A, F. M, (1975). “A Bayesia1

approach to inference about a change-poir!
in a Sequence of random variables,’
Biometrika, 62, 407—416,

Smith, A,F. M, (1977), “A Bayesian anal -
sis of some time—varying models,” i1
Recent Development in Statistics, eds, J.R.
Barra et al,, Amsterdam: North— Holland,
257267,

Smith, A F M, and Cook, D G, (1980),
“Switching straight lines . A Bayesian anal -
sis of some renal transplant data, " Applied
Statistics, 29, 180184,

Spiegelhalter, D,J, and Smith, A.F. M,
(1982), “Bayes factors for lnear and log -
linear models with vague prior information.”

J.R, Statist, Soc,, Ser, B, 44, 377387,



