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EXISTENCE OF POLYNOMIAL I .'JTEGRATING FACTORS 

Bv Danicl T. Stall“ orth and Fred W. ROllSh 

Abstract: We swdy existence of poJynomiaJ integrating factors and soJutions 

F Cx , y)=c of first order nonJinear diffcrcntiaJ cquations. \Ve characterize the 

homogeneous case , and give aJgorithms for finding exislence of and a basis 

for poJynomiaJ soJutions of lincar diffcrcncc and differentiaJ cquations and 
rational solutions or linear differentiaJ cquations ‘vilh polynomial coefficients. 

We relate singuJarities to nature of the soJution. 

SoJution of differential cquations in c\osed form to some degrec might bc 
called mOre an art than a seience: Thc invcstigator can try a number of 
methods and for a number of cJasses of equations these methods always 、\'ork .

Jn particular intcgrating factors are tricky LO find 
An analogous but simpJer si tuation ex ists for integrating incJosed form, 

where for instance there exists a criterion for when an exponentiaJ integraJ 

can be found in closed form. 
]n this papcr \vc makc a bcginning in several directions on these problems. 

for 2 va riabJe ordinary diffcrentiaJ equations. Thc case of exact differentiaJs 
reduccs immediateJy to quadralurc. The ncxt slcp is perhaps lhal of a poJyno 

mial integrating factor. our main study. 

Here we arc able to providc ncccssary conditions based on related homogencous 

equations which probably suffice \0 decide ex istence in most cases. 

As part of our investigalions we provide complete aJgorithms for existence of 

and finding a basis for poJynomial solutions of linear differentiaJ and difference 

equations with poJynomial cocfficients, aJso rationaJ solutions for such differential 
equations 

Our goal 1\'0uJd be a method for decidability of whether any differentiaJ 

equation Mdx + Mdy = O with poJynomiaJ M , N has algebraic solutions(or an 

undecidability proof). We reduce the question of all solutions aJgebraic to 

singularities but have not yet found a definite procedure to find thcir type. 

We begin with gencral rcsults on the set of all polynomial solutions and 
integrating factors. 

Consider a differential equation Mdx + Ndy 、.\'here M , N are non rcal poJynomials 
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Jn ι y wiLh no common facto r. \lll en docs Lhere exist an in tegrating factor 11 

\\'hich is ( i) polynomial (ii) rational? Jn case ( i) the solution F (x , y )=c 、vill be 

a polynomia l. 'Yc assumc a Jl function s here are complex analytic polynomial 
in some opcn srL 

PROPC1S[T[ON 1. Lct f (x , y ) bc a function g (h (x , y)) , where g is non consLanL, 

in some open sct. Thcn h(x , y ) = c is al50 a solu Lion Moreover if Il(x , y) is the 

polynomial of minimum degree giving a solution then any polynomial solution 

f has this form , with g polynomial 
For thc sccond sLatemcnt , lc t f = c be a nonconstant polynomial solution and 

h = c thc polynomial solut ion of minimum degrcc. Thcn hJ are solutions for 
all compl cx numbers bccausc of the polynom ial pr이)erty . There ex ists a 

function g defined at least locally by 
f _ f 

g' (h(x ， y))=τL=「F」
11 n x y 

and 、vc have g is algcbraic. Suppose first g is not rationa l. Let F ( x , y ) be the 

fi eld of raLional functions of x ,y over c. 

Let U be the subficld of all functions which are rational in f , h. We will show 

U is isomorphic to a subfield of purely transcendental degree 1 extension. By 
Luroth’ s theorem it itself will be such. 

Therc cxists yo such that setting y = Yo givcs an isomorph ism on the field of 

rational functions in h(x , y ) , f ( x.y) . Takc y。ε c transcendental over the fi eld 

of coefficients of f , h. 1\0 algebraic function of f (x , yo) is locall)' constant except 

a constant rational f unction. Therefore this is “rell defines and a ficJd homo 
morphism. Therefore it is 1-1. 

By Luroth’ s Theorem therc exists a rational function r (x , v ) such that both 
h (x , y ) , f (x , y ) are rational functions of r ( x , y ) . So somc rational function of 

r (x , y ) is a polynomial 

씨r ri te this as 

짧:쁨-

h1 (n (x , y ) , d ( x , y )) 

h,(n (x , y) , d(x , y )) 

where lz j are homogeneous, n, d numerator and denominator o[ r in lowest 

terms. 
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Thcn sincc P, S arc relatively prime, 50 are Iz" 1z
2
, ßy lhe Euclidean algorithm 

polynomials Þ" Þ2 exist with Þ/', + Þt'2= d (looking at the ring of f unction 

polynomial in n/ d). ßUl " / h
2• We havc lhen lhal Iz is a po“ cr of d. Simila, 

rcasoning give5 ,,'] a po‘,'er of n. So 11섣 15 conslan t. 

Wrile " as a product IT (a;n+ bid). Thcn somc .ain+ bid is constant and the 

rcst are multiplcs of this. It follows that a linear fractiona l transformalion 

r_ __r - ----ar + b 

is a polynomial which also gcneratcs the ficld. It musl coincidc lhcn wilh " 

This last slalement also applies with ".! rationa l. 

PROPOSITIO).l 2. Any þolynomial inlegraling [aclor is a þolynolllial in h li1l1es 

tlze integrating [aclor giving ". 

PROOF. The solution “ ill be a polynomial [(1, ) . Its derivatives will be /' (") 

Iz x.!’ (h)낀. Thc divisor. /' (") times thc g. c. d. of 11ι， lty ”rill be the lntegrating 

factor. 

Thc homogeneous case has known rational integrating faclOl 

l 
Mx + Ny 

but has genera l imporlancc because of lhc lcrms of highcst(or lowest) degree. 

THEORE:.l 1. For a nonconstanl Þolynomial inlegraling [aclor 10 exisl , " lIIt1 sl 

be divisible by V [or s01l1e þolynolllial V o[ degree al leasl 1. Conversely i[ h 

is a homogeneo1ls polynomial having a squarc factoT. a nonconstant polynomial 

inlegraling [aclor exisls. 

PROOF. Thc second statement is immediatc. Supposc h is the least degree 

solution of Mdx + Ndy. M. N homogeneous degree r , u. an integrating factor. 

The top degrce terms of U give an integrating factor. 50 we can assume ι 

and therefore h, are homogeneous. Assume the degree of h is minimal for this. 

Lct " have degree k. " = %[(z, l) ‘vhere z = y/ x, 1t= xtt(z, l). Then u/ h, hy It 

follo ll's u(z.l) I[(y , 1), [ ’ (z, l) . So [ (z . 1) has u(z, 1) as a squarc factor. Likcwisc 

[ ( 1. 좋) has “(1 좋) has a 택uare factor. The ratio must be a po얘Iyno 
d비liv씨l버dcα떠‘d by x in thc first case , y in the second 50 it must bc a polynomia l. 
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PROI'OSITIO~ 3. For M , N llOlIlogeneolls of equal degree, a ral ional ,olulion 

exisls if aηd only zj some lIZulliple of ntmzbers A, are ralional in I1ze case of 

no }}’“ltIPlc roots @ Mx + Ny. Here let r be tlle roots of My + Mx zn z = ÷ 

tgcludtng a” infmite 7OOt zf y ln, and Ar arc f or f ”ltte roots, ass1tmtrzg M , N 

are rclative prime 

A= λf(r， 1) 
, J{(r , I)-M x(r , l )r + N / r , 1) 

a lZd for i lZfinile 

A = N (1. 0) 
∞ -- -~ .... -，.“、 , " T'" ‘ 시 

Ihcn the solttlioκ zs 
A A 

nr(y- rx) r ·y ∞=c 

PRoor. The soIution is obtained from 

꼬(죠1연ε N(쓰건효:L 
Ny - Mx ’ Ny +Mx 

by deleting repeated terms. We expand each in partiaI fractions where Ny + 

Mx = r: (x-ry)y'ovcr finitc roo[s, where ,= 0 if no infinile roots occur, else= J 

Lct 

J1"(x , y) _ Ai -'. B 
Mx + Ny x - r iy y 

lhen the soIution is Alog(x-r y) +(y) where considering 

N(x, y) _ ~ Bi , A 
M x + N y x-riy ’ y 

、，ve oblained the term Alogy. This proves the soIution formula and that implies 

the rat ionality condition. It remains to check the A. 

객i츠，~Ì-=z부_i _+검 , y=1 
」νx +Ny x - riy y 

M씬)-= ε부_i _+프. Iet x• r 
Mx + N x-r .' 1 ’ 

Then asymptoticaIIy the two sides are 
M (r

i
,1) 

낀(M궁:π)(x 
0 [‘ 

]

A 
I 

一
” , 뼈

 
-) r 

A = Af (r i ,1) 
M(ri ， l ) +rM(η，1) +N(η， 1) 
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'1'0 get A∞’ ‘,-e study 

N Bi A 
_ '" L ∞ - - --- - , ---- ­Mx + Ny ‘ X - TjY ‘ y 

Asymptotically as y• 0, x = 1 

N (1, O) 
yD(M누πyy--

N (1, 0) 
y(M피피)+yN' (1， y)+N (l, y) ) 

A - N(l,m 
∞-까l ， 0) +MJLm 

A 
∞ 

y 
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LHßL-\ 1. 1/ U(x , y) , V(x , y) are jJroducls 01 pO lUers 01 (x -ay) and any g (U 

(x , y)-'- Iog ]I( .r, y)) is an algebraic lunclion IIIen U is a lunclio/! 01 V or V is 

conslant. 

PROOF. lf ~0 t ， take a curvc along which V (x, y) is constant. '1'hen g must 

bc algcbraic O~ this curvc. So it is algebraic. But then take a curve along 
‘\.hich U(x , y) is constant. Wc havc nonalgcbraic. 

THEORE!l1 ~. Lel M , N be hOlllogeneo,‘s 01 equal degree , relalively pri1lle, 

Mx~Ny Iwvillg a IIIttltiple rool. Expand 

M r Æ 
as ε --」Lτ+P(y)

Mx +Ny -. - (x - ry) 

and 
N 

M긋주πy 

as 
Æ. r B 
얻-+ " , + Q(x) 
y ’ (x - r y)" 

Then a rational solulioll e.,isls il 

(1 ) Tllere is only one rool r 01 Mx + Ny 

(2) All A, r are zero, or 

A 
(3) 5::: " τ=r- is a Itl씨clioll 01 i ~ ， rr (x - ry) A 

’>2 r (x - r y )" -

[ " case (l) x-ry=c and i ’‘ cases (2) , (3) 

A 
ε 늑=r- =c ,>2 i(x - r y) 
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;s a solul;on. In all olher cases Ihere ;s no ral;onal solulion f(x , y) = c. 

PROOF. We have a partial fraction expansion 

j 자뽑πJ ” A = εI , ~i， , i + Q( y)= Jτ과τ= +P (X) 
x + Ny J (x~ry) ‘ Mx +Ny 

giving the solution. 50 it is 

A 
l::;’• Ir 1 +ε::' A . .)og(x ~ry) 
,>" (x ~r y)" i - 1 ‘’ 

A function of this is rational if there is onc and on ly one root (take x ~ry) 

or if all A 1 are zero. lt also happens if 

is a f unction of 

A 
z: ----」L7:r
i>2 (x ~ ry)' . 

" rr (x ~ry)" 

Jf the one is not a function of the other and both are nonzero, thcn the sum 
ca nnot bc rational by Lemma 1. 

LEMMA 2. Lel f be a (Laureηt) power sert'es in z. Then f reþresents a ratt"ona[ 

funclion of z for sufficiently small z =O if and only if for all large n Ihe 

coeχfic;enl of x’ caι be expressed as a finil e sum of series of Ihe form f (n)r 

wllere f is a polynomial, r is a complex number. Here r is a 1001 o[ tlze 

denonimalor , Ihe degree of f in ils ’”“ltipUcity l1u"nttS 1. 

PROOF. Any f inite set of terms can be altered by adding a sum of powers 

of z. 'J'hen we ca.n have a rat ionaI function by expressíng the powers as a sum 
- 1 _ \""' _ _ '-_'f i + r - l \ of Gi (1 - rz) ' = .rair'z' \~ T ~.- ~ ) wherc 

i.i + l"'r + r ~ l (i +r~l\ 
1. 2 ... i \ / 

Conversely any rational function by first di viding and taking a remainder can 

be expressed as 
P (x) 
R(조r ’ deg P (x) < deg R(x) 

Then by exprcssing R (x) in terms of partial fractions we get the form dcscri­

bed. Given a differential equation polynomial in x is there an algorithm to 

tell if a rational solution exists? 
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PROPOSITIOX 4. [f f is a Þolynomial soft.μiM of Mdx + Ndy Iheη Ihe highesl 

degree lerm of f forms a polynomial sollllioη Mdx + Ndy 10here M , N are Ihe 

homogeneoιs polyηomial ， consisling of Ihe highesl degree lerms of M , N. The 

same l101ds for lowesl degree lerms. 

PRoor. Let U be an integrating factor which wi ll be polynomial 

(UM=뿌 UN=후) òx' _. . òy 
^' 

then the highest terms of UM equal the highest degree terms of 걱'L and the 
ox 

samc for UN, 짧. But those came from the highest degree terms of U, M , 

N , f respectively. S압i“h‘w뼈，ve d뼈e히태not따뼈te “뼈1 
òfn òfn 

The samc holds for 10\‘we않st degree. 
Suppose we have chosen a particular solution (nonunique) for the highest (or 

lowest) degree terms. Onc way to proceed is to look next at the second highest 

or lowest degrcc terms. This will also be homogeneous and thus we will have 

a linear equation which can be translated into a first order nonhomogeneous 

linear equation in one variable, 
(0) •• (0 - 1) 

pny + ply + , +P。=0

Thcrc are linear equations relating the coefficient of x to coeffjcients of lower 

degrees. The least degree that this produces in the equation is min(까 -i+m) 

1Vherc clx”‘ is the minimum degrcc nonzcro term of P. 'I'his term is 

m! "‘-'-+ m 
?ιi(꾀=강각))λ 

Slflce ‘ve have clx”t LlInes Dtxi，까’ 

the miI띠D1mumπ.W‘U까r까새hat iβs the 10α‘\v‘ve앉st degree coe마ffiκ띠cα!Cn따lt ‘\v‘v이’'hich can produce a term 
r of degree 까 - i + lIl? Thc cocfficicnt of x' can producc a tcrm of degree at most 

r - i + deg P,. So this gives a dcfinitc bound. 

(0) 
PROPOSITION 5. Lel PoY"" + "' +PnY= Pn +J. be any linear differenlial eqllalion 

10ilh coefficienls polyn01llial in x. There exisls an algorilhlll for deciding 

exislence of and finding a polynolllial sollllion. 

PROOF. Change x to x-c so that P^ has nOnzero constant terms. The previous 
0 
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discussion shows we havc a 1inear set of cQuations for t야hc cocff“lκcα1e잉nπts C", in of 

xi，”1감(，ω…'"’'11씨， +f('“1/…’”싸t 
m ’”끼l시1 . f，μ'0 has dcgrcc n and all their c’11 have degrce at most n, i. c, come Irom 

expressions in nth dcrivativc. 'l'hcse cquations arc nccessary and sufficicnt for 

a power serlcs solutlOIl- We can lnterprct thcm as a matrlx expresslng c” ’ C
m

_
1’ 

Cm k ' 1 in terms of c…- l, cm 2 Cm- k· Wl itc cOlt) = (C’”’ Cm l---c…- 1,+ 1) ' Thcn 

C(1II) = C(", -1) A ( I/l) whcrc 

A (III) is 

1 二f1 - f 2 

f o f o 

1 0 

o 1 

」
샤
 

-Q 

o 
o 

l[ there exlSts a solut|0n of dcgl ee m then(c”! } k- l , cm) 켜o but (c…+k ‘ . c’11 1-1) = 0. 
- f , - f .. - f ‘ 

So thlS IrianlX for m+ k lS Slngular HClC thc Ul St rOW lS 70 -τ 7f 
otherwise rows havc onIy onc 1 싸 dctcrminant is 과 which will have 

ι0 

on ly a finitc numbcr of roots (assuming 1, choscn so f . -,l.O) then \\'c havc an 

upper bound on thc degree 111. since f (m +k) O. Thcn wc just havc simultaneous 

lincar equations on thc cocff icicnts. 

' 1‘ IIEORE:vI 2. [f Ef(n)x is any power series sol"lioκ of Ilze linear eqllalion 

* (l) 
εP(x) y" ' = R(x) 

P ,(x) , R(X) Polynomtals 

Ilzen for all n> deg R(x) +2k we 1IIusl Iz ave [f(η) . f(η 0 ] .... f (n - k+ 1] = [f(n 

-1) •.. . f (n-k)] A wlzere A is Ihe lIIalrix 

0 0 • 

l 0 

of Ihe lasl tI,eOrCII1 . Here 지 are delermi’ted poυnomials ’n n 

This follo\\'s from the proof of the last thcorcm 

" - 1 
THEOREM 3. Lel p,<x)A"y+P,, _I(x) A" 'Y+' '' P(x)y = Pr.+l (x) be linear differ-

encial eq1talion Witll polynomial coefficienls. There exisls an algorilhm 10 decide 
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if il has a polynomial solution. 

PROOF. We will 앉pand y as an i r찌11따lαte s않er끼i e앉s J:강Cn(샤찌(대떠;따) \‘w…‘y 

W‘，yri띠lπte p까j써 fiπrs야t a잉s s잉1 ml뼈n l 

dk서1ι(m’u씨，， ) for certa히Jn po이lynomi따a띠Js d i j'’ m a 、 an떠a bJeε . 
We wiJJ U5e thc identit) 

(1l ~ \-꺼 (x- n)"' (x - n - k - l) 
n +kJ \η) n + 1 η +k 

= (:)(x갚L 
(n반) 

N ow we look a따t t“the coef“f“lκ때c 

j싸(c까， (i심씨))= C;κ(“i -j) pro여duces a term 

Cl( t 3jX; =; ±3Y” - l+l j (t -1)(n ? + 1)/(n - r + 1) 

: )d j (\ (1I)( n-
t ηj""'ll _ t+jJ \ n - i + j 
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Each i . j produces at most one such term. The equation then reduces to εC; 
(i- i ) 

d, ，수J1 (n i + j ) = o. Here j = l to n, and t lS such that κ -z'+j는o and n - i 

+1 < deg(P1). Let k = n - t + j. This glves an eq uation 
max‘'6þ / n 1 _、

:L: εc .. .， ßjn -k)( ~ ) Þ O ÞL-Il - k+r kj \ kJ 

as before this gives a polynomial recursion f , (n)c.+, =f ,• (n) c.+• l f。(t)cm·

As before we write in matrix form. For the highest coefficient the matrix must 
be singular. There arc only a finite number of numbers n for which this 

happens. So this bounds the degree of the polynomial and the rest is simult­
aneous linear equations. 

LEMMA 3. The funclion a' are linearly independenl over ralional f ,“nctions 01 
n, for dislincl a낯O. 

c 
PROOF. If not then by taking a sum ειx‘ f ,(n) = 0. some sum J: " 

(x - a) 
= 0. c . = 0. This is fal se. 

Cor. For any linear differential eq“ation wilh polynomial coκfficienls Ihere 

exisls an algorilhm 10 decide 'J a rational solιtz'on exists. 
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PROOF. By Thcorcm 2 it is enough to tcll whethcr an cqllation v(n ~ j)= 

Mv (n) has a sollltion \\"here v(n -'- 1) = [f(II + k) , “ l (n -'- 1)J and I (n) is a Sll…um 0“ ,f f 
terms 1지’(“ωR끼)ν서끼r시시'"’Jιj po때o이I l'nη띠nOIT이m뼈1 
s히mce 1“f I = r s is 3 rational 5。이hωu따lπ띠tμion in l o\'、”‘".깅es야t tcrms thcn 3ny primc factor S 

must dividc thc cocfficicDt of the highcst deri ，'ativ~ (expand 1 in partial fracti ' 

ons, otherrlse t he denormnalOl of thlS tCl m has a pon eI O[ r r t ‘\"hich cannot 

be canccUed) lI thls cquaIlOn hoIds fOl all ” lt holds fOl lhc coctflClemnf thc po” crs oI each r b5 lhc Icmma. Tfi ls gives a lll1l lC dlucrencc cquauon 

l‘ or 1,. 

By thc theorem on difference cquations lhcy can bc 5O h 'cd. This boulld s thc 

dcgrec of denominators. By multiplying by lhc largcsr possiblc dcnominator \\"c 

rcducc LO finding polynomial solution5. 

TIIEOR E:\ I 4. T /ze lollowing are eqnivaleη1 ， lor a di/lcrcl씨al eq1lalion Jldx 

- Ndy =O. Wlzere M , N are relalively þolynolllials ill x,y: (1 ) all sol1llio1l i /l any 

oþe /l disk are algebraic (2) a!l sol1llio/ls, il exlended as lar as þossible have 

sil.g1llarilies only þolcs and branch þoinls ollinile ordcr (3) IIIere is a g e/lCral 

.• 011lIion a(x,y) c an algebraic c 011 arbilrary þarallleler (4) Ilzere are algebraic 

sol1llions lor SO I1lC xO' IIIro1tgh all yo in a canlor sel snclz IIIal N(x ,y) =(’-

PROOF. \Vhcncvcr N ,LO lhere cxists • solution loca lly in a disk. 1 f N = 0 

l‘Jcnlically then .Iso M =O idcntically \\'hich \\'ill not happen for N , J[ relalively 

primc. \l' hcn N 0 ‘\'c can 、，\' ritc a local solution uniquely as an analytir 

function in a paramctcr, lhe initial y va luc yo at xO' 'l'hc sct S “ herc thc 

solulion exists \\"ill bc open in c and those where it has degree at most ’t “’ill 
be c10sed subset. By Baire category for somc a wc havc it is some\\'hcrc 

dense \\'ithin cach open subse t. But if wc havc an opcn sllbsct where the degrce 

is at most y wc can wr itc the cocfficicnts as analytic func tions or thc para ­

meler locally. All dcrivatives of a are rational in y at x. This gives simult. 

ancous lincar cquations in the cocfficicnts and proves thcy are ralional in y. 

This solution is then valid for a dense open set not jUSl a disk . lt also means 

y is an algebraic function a(x , y) =c. So (4) implics(3) . 

Suppose (3) holds. Then t hi s solution is valid for a ll c and thcn CxiSlS a 

local solution(possibly multiYa lued) near any point. Therefore all solutions 

‘,'here N = O must coincide \\'ith part of each a 5Olution. But every solution has 
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N =O almost eyerywhcrc, as abo、:e so all solutions fit this form (with a maxi­

mally cxtended). Equiyalencc of ( 1), (2) is a wcll kno\\'n thcorem and (1)= (4). 

(see Ahi(ors [1;) . 

THEORHI 5. Suþþose a/t eqlla!io/t Mdx + Ndyo. M ,.'I þoly /tol/liallzas a general 

soluüo lI a(x.y )= c (a(x , y) algebraic). T 1Iell wlzen we lIlake fγactional 1ηl，ear 

substitutions for x , y, there exists Jt ε Z suclz t1lat at all blll a [inite number o[ 

þoints (" 0' Yo) o[ IIIC s끼glllar curve N(x ,y) 0 there cx;sts a /ocal þower ser;es 

.<0/νLion 

y =εamz’” 

‘ ’‘ in z (x- xûr ‘ 0 1' a solteLion x = c. 

PROOF. .-\ hlfors pro、 es at an)' branch point of finitc order thcrc exists such 

a po"-er series repre5entation. It suffices to show a lmost a lI (x , y) on N arc 

branch points of a solution of boundcd ordcr. Somc("o' Y<Ì can be outside any 

solution. c. g.. takc as equation h(x , y , c) = 1 where 11 (0, 11, c) = 0. lf we \\'fOle 

a(. , y )= c in thc form h(x , y , c) = O (irreducible) il is sufficienl in order for a 

solution to exisl in a neighborhood of . o'y" that nol a ll coefficicnts of c" be 
zero, n> O. lf not cach coefficicnt is d ivisible by some fac lor of N. Supposc 

infinity many points Xo ex ists. 'J' hcn wc can f ind an irreducible algcbraic 

curve contai ning infinitely many point5, 50 on which lhc cocfficíents vanish_ 

So we may ta ke all coeffi cients di visib lc by an irrcduciblc faclor No of N. 

χOw assumc tha t for a general algebraic nonlrivial so lu tion 1I (x ,y , c) raliona l 

in x, y , polynomial in c, the degrcc in c i5 minima l. Lel the constant term 

be 1. 

lf lhc degrcc is grca lcr Lhan 1, ‘vc ca n rcduce it as follows: differentiate 

\\'ilh respcct to X lhen replace y' by M / N , dividc by b a power or n. ln this 

process everything gocs LO parrs di visible by the faclor N o of N except for 

NO/ 、vh ich goes to N
OY 

M. Then No and N must ha vc a common factor. This 

callnot happen for N irreducible. 

:-.rexl suppose that t he polynomia l has dcgree 1. We may take a general 

soluLion as a(x , y )=c, a(x , y ) rationa l. Such a solu tion ‘vill have the property 

menlioncd. A Il xo'Yo will be on a solution , and if a singulari ty occurs it will 

not branch type degrees of singularities arc boundcd. 
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CONCLUSION 

Wc ha,"e a number of algorithmica lIy decidable necessar;- condition. fOl 

cxistence of a polynomial integrating facto r. Al any point Xo’ Yo’ ‘\"e can 

rcplacc :<, y by x - xo' y - YO" The terms of highest and lowest degree must 

thcmsclves havc inlegrating factors. If wc write homogeneous polynomials as 

functions of 1 variablc only ‘ve can exlend this condition up and do\\"n f initcly 
many degrees by taking an ordinary cquation system in lhe polYDomials 

Wc raise thcse questions: (1) HO I\' likely are conditions of this type to be 

sufficient? (2) Can we bound the degree of an algebraic solution? (3) Jf a(x. 

y) = c is an a lgebraic solution. M . N polynomials must g(a) be rational for 

some g? 
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