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Fast Codebook Search for Vector
Quantization in Image Coding
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ABSTRACT The paper describes a very simple algorithm for reducing the encoding complexity of vector
quantization (VQ), exploiting the feature of a vector currently being encoded. A proposed VQ of 16(=4x4)
vector dimension shows a slight performance degradation of about 0.1-0.9 dB, however, with only 16-32 among
256 codeword searches, i.e., with just 1/16-1/8 search complexity compared to a full-search VQ. And the
proposed VQ scheme is also compared to outperform tree-search VQ with regard to their SNR performance

and memory requirement.

I. INTRODUCTION

One of the most serious problems of vector
quantization (VQ)“] is the search cost or com-
plexity to search a minimum-distortion code
vector from the given codebook. It is well known
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that the search cost increases exponentially with
both bit rate and vector dimension. During the
past decade many algorithms have been developed
for vector quantizers. These studies can be group-
ed into two approaches. First, there are efforts
to reduce costs through prior mathematical
manipulation, while maintaining intact the struc-
ture of the conventional exhaustive-search VQ
(ESVQ). Soleymani and Morgeral?! performed
a test before computing the distortion for each
code vector and rejected those code vectors which
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fail the test. However, the obtainable cost in

100
worst cases is equal to that of ESVQ. Second, -
abandoning the conventional VQ structure, there S 8
. . o 807
have been researches to find new suboptimal 5
algorithms!'] such as tree search VQ, multi- 2 604
stage VQ, etc. Few works have been done for the £
former in contrast to the latter. This work is ;c; 40
more related to the former approach, but dif- o>
ferent in that the proposed algorithm uses an % 20+
important property of images instead of the T
mathematical manipulation. 0
(a) Histogram of pel intensity
II. ALGORITHM
100" I
For a test image SMPTE] (See Fig.4.) which + |
has the histogram as shown in Fig.1(a), after qé 80t
means and standard deviations are computed for L
every blocks of size 8x8, their histograms are c 60+ i
shown in Fig.1(b), X-axis cover maximum i
. . £ 40!}
mean and standard deviation values and Y-axis o ;
represents relative occurrences of each X-axis g 20_,5
values. Note from Fig.1(b) that mean values are % RIS .:'r‘“
more evenly distributed in wide region than o R
standard deviation w{alues. Additional experiments (b) Histograms of means and standard deviations
have shown that this property holds for any sizes of 8x8 blocks (Solid line: mean, dashed line :
of blocks and almost all images. Therefore, standard deviation)

’

one cari?conclude that one of the most important Fig. 1 Histograms of a test image SMPTEL

features of a local block in image is the block
The above observation spontaneously leads
to the following algorithm. Proposed is a simple
modification to the minimum-distortion search Feature selection
rule, which can reduce the search cost to one
eighth or less with a negligible loss in performance.
The idea stems from a sliding operation of a code-
book as in Fig.2° A small window is sliding over
the given codebook, a search window is determin- l l
ed using the feature of a currently encoding I v
block or vector, and then exhaustive search is !

Determination
of scarch bounds

Partial codebook of size Lp

performed within the selected codebook only. N~ ~ /
Hereafter the given codebook will be called as Super codebook of size Ly
super codebook, and a smaller codebook within Fig. 2 Partial codebook selection method
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Fig.3 Block diagram of sliding search VQ (SSVQ)

the selected window as partial codebook. Hence,
the algorithm will be called as sliding search VQ
(SSVQ) after the sliding feature of the algorithm.

The proposed algorithm for sliding search is
illustrated in Fig.3. Given an input block or
vector, a feature is first extracted from the vector.
In this work, the block mean is used as the feature
due to the reason discussed above. Simulation
results also show a more satisfactory performance
about 0.5 dB better in SNR when the mean fea-
ture is used rather than the standard deviation.
The SSVQ algorithm is summarized in two parts
as follows,

(a) Original image SMPTEL1 for design
' 304
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© Lp=8, SNR=30.2,P.= 73.0
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(e) L,=32,SNR=32.3,P= 98.9

p

(¢3) .Lp=64, SNR=32.4,P=100.0

Fig.4 Test and coded images by SSVQ (SMPTE1
design/SMPTE2 coding)

Codebook Design/Rearrangement Stage

(1) Design a super codebook of size Ls and
vector dimension ‘N using such an algorithm
as generalized Lioyd algorithmm.

(2) Rearrange code vectors in the sup‘er code-
Book such that their component means
have magnitudes of increasing order, ie.,
Ys={y:, i=1,2,- Ls{mi<mi .}, where
m. is defined as the component mean of the
[ -th vector yi=[(y:1, yi2, =+, ¥ew) ", andis

given by
m.:

1 .~

I_V‘l?_;:‘ Yix

(3) Store the rearranged super codebook Y, and
the mean codebook Y, = {m; i =1, 2 - L),
In consequence, Y, becoines increasingly

ordered.
Encoding Stage
(1) Input a vector = (%1, %5, »zn)’,  and
then compute its component mean as My = iv‘i

(2) Find an index J of the most similar value to
my; from Y,. This is just a scalar quantiza-
tionas J=Qs(my) | Yn.

o Jo)  of

the partial codebook Y,={y, i =J, J, + 1,
Ly(=J,—Ji+ 1) using

following equations.

(3) Determine the search bound

-, Jub of size

JLzJ"‘Lp/Z
If J,<1, then J;=1 and Jy=L,(1)

Jy=J+Lg/2—1
IfJy>Ls,then J , =Ls~ Lp+1and Jy=Ls(2)

Eq. (1) and (2) can be accomplished simul-
taneously with the step (2) above using
two scalar quantization respectively as J.=
Qs,(mx) 1Yy and  Jy=Qs, (my) 1Y, .
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(4) Fully search the partial codebook Y, and
find a nearly optimal code vector of index

I=Qv(1) Y

The encoding stage is illustrated in a block
diagram of Fig.3. Since the decoding stage is the
same as in the ordinary VQ, one just need to
reconstruct the J-th code vector by table lookup
of the super codebook.

It is important to remind that the algorithm
uses the whole structure of ESVQ intact. It
should also be noted that the proposed algorithm
can reduce the search complexity, but can not
reduce the bit rate, since the transmission index
should cover indices from 1 to L rather than
from 1 to L, Therefore, the method is called
as forward SSVQ since the transmission bit rate
includes the positioning address of the partial
codebook,

The SSVQ is conceivable as the generalized
algorithm of the classified VQ (CVQ). In CVQ,
several class codebooks instead of a single super
codebook are prepared in order to well represent
all specific edge classes. When encoding a vector,
one should first select a proper class codebook,
and then fully search the codebook. In SSVQ,
given a super codebook of size Ls, every time a
vector is encoded, a window of size L, issliding
over the super codebook. According to the
feature of the vector, a partial codebook is easily
selected, and then the partial codebook is ex-
haustively searched. Hence, it can be conceived
that there are . —[, .+ 1 class codebooks in SSVQ,
which is generally larger than the number of class
codebooks in CVQ. In theoretical point of view
by the concept of VQ, it is more efficient to
code both the class index and the code vector
index rather than to code them separately as in
CcvQ.

III. EXPERIMENTAL RESULTS AND DIS-
CUSSION
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As test images, SMPTE1 and SMPTE2 of size
480x512 are used. Two super codebooks are
designed from the images respectively using the
generalized Lloyd algonthm[3]. The two images
are coded using the codebooks in four different
combinations, i.e., SMPTE1/SMPTE1, SMPTE2/
SMPTE2, SMPTEI1/SMPTE2, and SMPTE2/SM-
PTE1l, where those before the slashes denote
images used for codebook design, and those
after the slashes denote images used for coding.
The latter two combinations represent cases of
quantizer mismatch. Vector dimension is fixed
to N=16 by vectorizing a 4x4 image block, and the
super codebook size is also fixed to [, =256;
Hence the bit rate is R=(log, L)/N = 0.5 bits/pel.
The partial codebook size L, is made to vary 8,
16, 32, 64, 128, and 256. The case when [,= [
correspbnds to just an ESVQ.

Objective performances are measured by
SNR given by

2552
SNR = 10logse 2557 (dB) (3)

T

where E, is the total reconstruction error power,
and search accuracy that is defined by

po-Xs
S_‘KT

X100 (%) (4)

where K, is the total number of input vectors,
and K is the number of optimum vectors that
can be sought by SSVQ.

Table 1 shows performances of SSVQ and
tree search VQ (TSVQ). It should be noted with
regard to SNR and
SSVQ generally outperforms binary-tree or hexa-
tree TSVQ of equal search complexity. In hexa
tree, a node has 16 branches. Note also that for

storage requirement that
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Table 1. Performances of SSVQ and tree search VQ

Deign image / Partial codebook size of SSVQ : TSVQ
Coding image 8 16 32 64 128 256 binary hexa
SMPTE1/SMPTE1 28.3 30.1 31.2 315 315 315 30.3 311
SMPTE2/SMPTE2 31.6 329 33.6 33.7 33.7 33.7 | 327 33.3
SMPTE1/SMPTE2 30.2 31.8 32.3 324 324 324 315 32.3
SMPTE2/SMPTE1 279 28.9 29.7 29.9 29.9 29.9 28.9 29.5
Search
1/32 1 4
Complexity / 1/16 /8 1/ 1/2 1 1/16 1/8
M
emory 1 1 1 1 1 1 2 16/15
Requirement

Table 2. Search accuracies of SSVQ

Design image / Partial codebook size of SSVQ
Coding image | 8 16} 32 64 | 128 | 256

SMPTE1/SMPTE1|71.9 | 90.8|98.4 |100.0{100.0{100.0

SMPTE2/SMPTE2{76.7 | 95.1/99.5 |100.0}000.0}100.0

SMPTE1/SMPTE273.0 | 92.9/98.9 1100.0{100.0]100.0

SMPTE2/SMPTE1|71.2 | 90.2{97.9 | 99.9{100.0 (100.0

A

the two cases of quantizer mismatches, SSVQ
shows good performance behavior without severe
degradations. Giving attention only to the SSVQ,

one can see that only 64(= L,)out of 256 (=Ls)
codeword searches are sufficient to have the
performance of ESVQ. SSVQ with 1/8 to 1/16
search complexity can produce the efficient search
capability with a small performance degradations.
Search accuracies in Table 2 well support SNR
performances in Table 1. It can be seen that
SSVQ of 1/4 search complexity can search opti-
mum codewords at almost 100 % accuracy.
Comparing the test and coded images for the case
of SMPTE1 design and SMPTE2 coding, in Fig.4
the degradation is hardly visible when L, =32.
This result indirectly shows that block mean or
vector component mean can be a very good
selection featue of partial codebooks. However,
the possibility of selecting erroneous partial code-

books causes a small performance degradation.

IV. CONCLUSION

In this work, we have proposed a fast code-
book search algorithm for vector quantization in
image coding. Utilizing the block mean as a
selection criterion of a smaller codebook, par-
tial codebook, which is sliding over and selected
from a super codebook, sliding search VQ (SSVQ)
algorithm has been proposed and shown to reduce
the search complexity to 1/16 - 1/8 with a slight
performance degradation. The algorithm has also
been shown to have smaller search complexity
than tree search VQ.
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