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ABSTRACT

A design method of decentralized state observer for large scale interconnected systems is proposed by the use

of interconnection rejection approach and interconnection modelling technique. The proposed design method

is developed based on the interconnection partitioning. Therefore partitioning conditions are suggested. And the

conditions for observer pole assignment and observer parameter determination procedures are described for

possible interconnection patterns, The decentralized state observer gives good estimates without any information

on the interconnection variables and estimation performance may not be affected by arbitrary structural per-

turbation of the interconnections, In addition, a numerical example is given to explain the design procedures

and to show the estimation performance of the decentralized observer.

1. Introduction

A design method of decentralized observer that must
be included in the decentralized state feedback control
system is proposed in this paper. The decentralized con-
trol method have been proposed and developed, with
hierachical control method, for the purpose of controlling
large scale interconnected systems.” And information
exchange between each subsystem cannot be performed
and all the subsystems are controlled by the use of their
own informations only under decentralized control en-
vironments,

Almost all of the studies in this area have been treated
the controller design problems and the conditions for
pole assignment and stabilization were established and
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various algorithms have been developed for controller
design‘Z) DO

However, the problem of decentralized estimation has
not been received much attention in spite of the fact
that the estimator is an indispensible component in the
decentralized control systems, D.D. Siljak and his cowor-
kers have proposed useful algorithms for the design of
decentralized estimators by considering the interconnec-
tion terms as the structural perturbation of the system
parameters.®®'® But there is some deficiencies that the
convergence of the estimates is guaranteed only when
the interconnections satisfy some restrictive norm con-
dition.” And the algorithms are applicable only to weakly
interconnected systems,

Recently, P. Ficklscherer suggested a design method
in which observer gain matrix is determined algebraically
to remove all the effects of interconnections on the state
estimates,

However the method also is with the difficulties in
applications due to the fact that the rejection of the
effect of interconnections on estimates and the pole as-

signment of the observer must be simultaneously per-
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formed by a constant gain matrix.

The purpose of this study is to propose a new design
method of decentralized state observer by using the
appropriate combination of interconnection rejection
method ®® and interconnection modelling method ©
such that the resultant decentralized observer has simple
and mild existence condition and gives good estimates
even in the cases that no information of interconnect-
jon variables are available,

The contents of this paper is as follows. Firstly, system
and problem descriptions are given is section(2). Secon-
dly design procedure of the proposed decentralized ob-
server is described in section(3). Thirdly, interconnection
partitioning conditions and observer pole assignability
conditions are suggested and the matrix equations for
observer parameters are derived in section(4). And a
numerical example is given to show the effectiveness
of the design method and the estimation performance

of the decentralized state observer,
2, System and problem descriptions

Consider a linear system driven by following equat-

ions.

x(t) = Ax (1) + Bu(t)
y=Cx(1) (1)

where x(t) € R" is state vector,y(t) € R is output vector
and u(t) € R™ is input vector. And A, B, C are (n, n),
(n, m) and (p, n) dimensional matrices, respectively.
If Eq(1) is an interconnected system with s-subsystems,

then system parameters can be represented as follows,

kAl Alz"'Axsr C, Clz"'cls
S et S B
AS\ Asz"'Ass Ca Csz"'cs
B= diag (B;) (2)

And the representation of ith subsystem becomes as
Eq(3).

x; (1) = A, (1) + By, m+z; A, x (1) (3

Ixes

e HZAe Sotae] 1) 2

3
Yi (t) = Cixi (t) +Z CUXJ (t)
S
where x:€R", x:€R%, u;:€ R™ and x)(j=1, 2, --i-1,
i+1, ---8) are state, output, input and interconnection

vector respectively. And following relations exist between
Eq(1) and Eq(3).

S S m
n=2,n;, p=2,p; and m=72m,
i i-1 i1

At this point,redefine the interconnection matrices as

follows for convenience,

AM,;= (Ai,l"'Ai,i—l Ai,irl“'Ai,s), AM, eR ™=
(4)
CM;= (Ci,i*Cii 1 Cisi-Cus), CM eRPHT™

(5}

Now, the design problem of decentralized observer for
Eq(1) is reduced to the design problem of independant
observers{one for each subsystem) so that each observer
gives good state estimates even in the presence of unk-
nown nonmeasurable interconnection variables,

In the following sections, a design method of decent-
ralized observer that its applicability is not restricted
by the pattern and magnitude of interconnections and
can therefore be applicable to almost all of the inter-
connected systems is proposed. Since the design method
includes interconnection partitioning procedure by which
interconnections are partitioned into two parts where
one is the variables that can be rejected by observer gain
matrix and the other is the variables that cannot be
eliminated by the matrix and must be modelled, the
partitioning conditions are established. In addition, the
conditions for pole assignment of the observer are derived
and the details of observer parameter determination are
deseribed,

3. Design procedure of the proposed decentralized
observer

The design method contains following procedures:
a. Transformation of interconnection variables
b. Interconnection partitioning and augmented system

construction,
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¢. Determination of observer parameters such that
remaining interconnections are removed from the
observer dynamic equation and that convergence
of the estimates can be guaranteed.

It is note worthy that the existence of the observer
may be provided by the conventional observability con-
dition if the interconnection partitioning is performed
to meet the partitioning conditions that will be given

in section(4).

(a) Transformation of interconnection variables
If the given interconnected system satisfies the rela-
tion, n:<n-n.there exists ({n-n:), (n-n;)) dimensional

nonsingular tranformation matrix A; such that

(D, 0)=AM A, (6)
(H, 2 0)=CMA, (7)

and transformed variables can be difined as Eq(8).*”

[%y, X3, *=Xi 1, xm.'--xs]=/\t<9‘> (8)
My

where each element of 44 is linear combination of that
of Jrand Die R%, t4e R™™ %), And Dy, H; are (ny, q
¢), (p1, @) dimensional matrices. By substituting above
relations, a new representation of Eq(3) is obtained as
Eq(9).

).(t (1) =Ax, (1) +Dup, (1) + B, (t) (9)
yt(t)zcixi(t)+HiUl(t). i=1 2, s

(b) Interconnection partitioning niodelling and const-
ruction of augmented system

Although the next step of the design procedure is in-
terconnection partitioning,it is assumed that the parti-
tioning is completed as Eq(10) because the partitioning
conditions have not been established. (It will be described

in section (4).

D (1) =[ ;’“ 23 ] 10

where 1);,€ R"; is a vector that can be rejected by ob-
server gain matrix and ), € R%7is a vector that cannot
be rejected. By applying Eq(10) into Eq(9), following
equations are obtained.
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Du (t)

)'(i t)=Ax, 1)+ Du : th)[
D2 (t)

] +Bu,(t) 1
0 {t)

J=1,2,"s
th(t)jl

y (1) =Cx, (1) + (Hy & th)[

In Eq(11) Hy, is (py, r;) dimensional matrix with rank
(H,) <{p.. And Dy, D;, and H;, are (n;, ri), (ni, qi-11)
and (p:, qi-r:) dimensional matrices, respectively. Since
Ni(t) is a nonrejectable vecctor in the observer equations
it must be modeled as following dynamic equations,

in (t) =E;2z4 (1)
Diz (t) =Funz: (t) 12

where E;; and F;, are (o{q:~r1), o(qe-10)), (q -r, o(qr
r:;)) dimensional matrices and the elements of the mat-
rices can be selected as Eq(13) by considering the fact
that all the variables in I);,(t) are the linear combination
of the states of other subsystems and the fact that these

are unavailable quantities.

O I (@ g TP .
Etz':{ 0 0 ! } JFe= (IQi rio- 0) (13

where ¢ is the order of the dynamic equation for one
variable which can be determined from the waveform

structure of the interconnection variables and desired

accuracy of the estimates,

Then augmented system is obtained as Eq(14) by sub-
stitution of Eq(12) into Eq(11).

it(t):wAiii(t) +E1!’)t1(t) +_Biut(t) (14)
v (t) =(_:t§¢(t) +Hupn (t)
where

- A DnF.| - B,

A= B,=

C= (CL H Fn) , Dn= (DL 0 )T

In Eq(14) (15), X,~ (x,” | z,) is /; dimensional vector

where [, is defined as follows.

li=n,+o(q;—r))
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Then A, By, Ci, D:and H,, are (;,1,), (I, my), (py, 1),

(4, r:) and (p;, r:) dimensional matrices, respectively.

(c) General form of the decentralized observer
The decentralized observer for the augmented subsys-
tem of Eq(14), (15) can be described as following dy-

namic equations,

2.0t = (A, L.C)z, (1) -+ ((A~ L,C) Mi+L,+N,)
Yi (t) ‘»Ti_B[ui (t)

X (=2, (0 +My, (t) i= 1,2, s 6

where z,(t) is [, dimensional state vector of the observer
and %; is estimated vector of x

Now, the remaining problem is to determine the ob-
server parameters L:; M: N;, T: such that following

conditions are satisfied.

(i) Re(MW(A,—L,C)<0, k=1, 2, -1, 1

(i) tlim (X, (t) —X;(t)) =lim e, (t) =@ 18
ox t 2o

The existence of the observer parameters that satisfy
Eq (17), (18) is directly related with the result of in-
terconnection partitioning. And the interconnection par-
titioning conditions and pole assignability conditions

will be set up in following sections,

4. Interconnection partitioning conditions and observer
pole assignability conditions

4.1 Interconection partitioning conditions

As previously described, the interconnection partitioning
must be performed before the augmented subsystem is
constructed. And it is a very important one in a view
point that the procedure must be performed so as to meet
Eq(18).

In this section, the conditions for arbitrary partitioning,
say Eq(10),to meet Eq(18) are derived at first by the
use of the augmented subsystem parameters, And the
paritioning conditions that are described by the original

system parameters that can be applied before the aug-

mented subsystem construction are derived from the above

conditions, In the subsequent developments, we assume

the relation, rank(H,) <p, and existence of Hj, and
CI, where

C/=CT(C.CY 'and Hi,= (1TH,,) "'H, forj—1,2.

Jh e/

2 elZA el Satatel BEI| M

Theorem(1) : Interconnection partitioning condition (with
augmented subsystem parameters)

For {p;, {;)dimensional matrix of Eq(19) defined by the
augmented system parameters,

vi= Ipi— Hilel)CivAi (Iu"’éi*éﬂ (19
if there exists(],, p,) dimensional matrix K, such that

2

K:vV:=0 0
(Iu'*Kz(IDi'Hqut)Ci(Iri“'Ht*tHu):0 20

then, Da (t) in Eqs(10)(11) and Eq(14) can be comp-
letely removed by observer gain from the observer dynam-
ic equation,
Proof : Define the estimation error vector as follows,

e, (1) =X, (1) =%, (1) 22)
Then, following error dynamic equation can be derived

from Eq(14) and Eq(16)

e:(t) = (A~ L,C)e, (1) + (T, +MCi— 1)) B, (1)
'WLN[L'HHDH (” + (Niti+Mi_(:t_Ai)Xt (t)
-+ (LiHa+ NeH -+ MiCiT)il ’7T)i1) D (1) 23

And following matrix equations most be satisfied in order

to remove the effects of y,,(t) on the estimation error.

MH, = 0 (24a)
N.C,+MCA,~ 0 (24b)
L.H,+NH,+MCD;, D, = 0 {24¢)
T.B,~ (I,— M,C,) B,= 0 {25

Then the observer parameters can be obtained from
Eqs(24), (25) by the assumption rank(H,,)=r,< p; --+(26)
as follows,

M,»" K¢ (Ipi - HilHi1+) {27)
N, = K, (Ip, ~ HaH) CAC, 29
L= Dan*#’ Ki (Ipt” HHHH*) (_CJ\:C;H“_.C;D“)

Hao' +S, (Ip,—~ HyHy ) (29
Ti=1L, - K, (Ip,~ H,H,") C, 30

and S is(];, p1) dimensional matrix with arbitrary ele-

ments. Now, direct substitution of Eqs(27), (28) into
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Eq(24b) gives condition (19), (20) and the condition
(21) is obtained by direct substitution of Eqs(27), (28),
(29) into Eq(24c). The Proof is completed,

Although Theorem(1) can effectively be used for the
determination of decentralized observer parameters, it may
not be applicable for the interconnection partitioning
because it is described by agumented system parameters.

Therefore, the partitioning condition must be described
by the parameters of original system description (11),
And the condition is given by Collorary (1). In there,
mathematical model for y,,(t) given by Eq(12) and Eq
(13), is used without loss of generality.

Corollary (1). Interconnection partitioning condition
(with original system parameters)

For (p:,{;) dimensional matrix given by Eq(31) defined
by the original system parameters,

Viz (Ipi'Hu‘Hu*) (Ci (At (Im*CfCi) 7Di2Hi2+C) :
Co (D (1'% TV —Hy'Hep) ~AC Hi) Fia] - B3

KiVi= D (32)

(Iu‘Kt (Ipt”HmHi|+) (C,: 0)( 0“) (InAHn o)
=0 (33)

then, there exist observer parameters that satisfy Eq(24)
and Eq(25). The equivalence of Eq(31) and Eq(19) can
be shown by direct substitution of Eq(15) into Eq(19)

and is omitted.

4.2 Conditions for observer pole assignment

When the Interconnection partitioned by applying col-
lorary (1), an augmented subsystem (15) is constructed
and observer parameters satisfying Eqs(24), (25) can be
determined. However, the convergence of estimates can
be provided only when there exists observer gain matrix
L: that satisfies Eq(17). Therefore, existence condition
of such L; must be established.

The condition is dependant on the parameters Hy, and
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To derive the conditions for each cases, following represen-

tation of (A;—L:C:) is used,

ic ) (At__l_jilHil'*___Ci)*Ki (IptanHiﬁ)_
C,H CiDil)Hil*Ci'Si (Ipszan*) C:
(34)

(A—L
(CA

And the conditions for each case are obtained as follows,

(a) H=

Since the R.H.S of Eq(34) becomes as (R:—S:C,) and
since S: s a matrix with arbitrary elements, it is always
possible to set Li=S8;, Therefore, arbitrary pole assignment
can be achieved iff(C:: A,) is completely observable pair,

(b) H,#*0, V=0
Since Vi
It is possible to set Si;=K:. Therefore, all terms that are

=0, K:is matrix with arbitrary elements,

related to K; and S; must be used for pole assignment,
And arbitrary pole assignment is possible if the pair in
Eq(35) is completely observable,

[ (Igﬁljan*) (Ipi+éi_ALC "HuHa— C D“H“) C .
(Ai_DuH;lCi))] (35)

(¢) H,*0, V0

In this case, pole assignment via K is impossible because
K, is matrix with fixed elements, But, if (i) rank (V,)
<P, and (ii)

—K; (Ipt—H“Hm
+Hn iDil)H;{lCi] (36)

(36) is completely observable pair, then pole assignment

via S;is possible,

4.3 Determination of observer parameters.

The observer parameters can be determined by using
Eqs(27), (30) in general. It can, however, be simplified
as follows according to the parameter H;; and V;,

(a) H;=0 (L=8))
In this case Eq(21) becomes as K,C,D,=Du and the
general solution is obtained as Eq(37)

K= DLI( _D )+K1 (Ipf‘( an) (_Ct_Dn) +> 37
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where k:is (l;, p;) dimensional arbitrary matrix.
The other parameters M;, N;, T: are determined as Eq
(38) in terms of K,

M,= K, (38a)
N,= - KCALC/ (38b)
T=1:-K.C (38¢)

And L:can be obtained by pole assignment algorithm after
substitution of K, into Eq(34) is performed.

(b) Hy#*0, V;+0(K ;=8))
In this case, K; must be computed at first by pole as-
signment algorithm. Then, remaining parameters M: N

. T.. L, are determined by following equations.

M, =K, (lp, —H,H.) (39a)
N,= —~M,C,AC” (39b)
T,=1,- M,C, (39¢)
L,= Do Hit -+ M, (Ip+ CAC Ha i — C.D.Ha)
{39d)

(c) Hy¥0, Vi=0 (Rank [V.] <P:)

Firstly, compute K; from the equation K;V;=0. Then,
compute M;, N, T, by using the Eqs(27), (28), (30) and
K. Thirdly, compute S; by some pole assignment algorit-
hm, Finally, find L: from Eq(29) by substiting all the

obtained parameters,
5. A Numerical Example
In order to explain the design procedures and to show

the performance of the decentralized state observer, a sim-

ple interconnected system with following parameters is

considered.
-3 0 1 1 1 90 0
0-4 0 0 0 1
RN oy
Ae 0O 1-5 0 0 0 B— 0 0
1 1 0-3 0 1 0 0
0 o 1 0-—4 0 0
o o0 0 0 1-—5H 0 0

e AZA e e BE2] dA

100 0
010 0
00 1 0
C=
00 1 0 . 1)
00 0 1
10 0 0

The system can be partitioned into 2 subsystems with

the parameters,

3 0 1 0 110
A=l 0 —4 0| B=|1]| AM;=
0 1-5 0. Lo oo
10 0 0
Crl=10 1], CM =] 0 0 (e. 2)
0 0 10

By applying the transformation of Eq(e.3) to above
interconnection terms, D: and H: are abtained as Eq(e.

4).

01 1]
A= 0 0 —1 {e. 3)
10 0

T
b O Loy 1o
100 00

And following parameters are obtained by the use of

partitioning conditions,

DL HHD™= (0 1 ¢
Dy :

1 0)
H) "™ (1 0 0 0 0)

Now, 0;,(t) may be modelled by following dynamic equat-
ion,

’

1
]Ziz(t,), ﬂiz(t):(l O)Z»z(t)
0 0] ‘

(e. 6)

7'-12 {1)=

and the augmented system is constructed as Eq(e.7).
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-3 0 110 0 0
0—4 00 0 1 1
A= 0 1-50 0, D={0] B:=[0
0 0 00 1 0 0
0 0 00 0 L0 0.
1 0000 1
¢=lg 10 0 o L:_()] €. 7)

In the augmented system, H,;=0, Vi=0 and pole assig-

nment condition of Eq(35) is stisfied. The observer para-
meters are determined as follows,

=551 0.72 — ~—10.
K, 5.5 0.7 17.72 —10. 4 (e. 8)
=55 1 0.72-17.72 —10.4

M’™=[ 0 0 0 0 0]
(e. 9)
~5.5 1 0.72 —17.72 —10.4]
NiTJ 00 0 0 0 | (e, 18)
| —22 4 2.88 —70.88 —41.6 |
| 55 0 072 1772 10
LJ‘J ° r ‘| (e. 11)
|55 0 0.72-17.72 —10. 4]
1 55 000
0 0720 0 0
T=|0 —0.721 0 0 (e. 12)
0 17720 1 0
0 104 0 0 1
where observer poles are preselected as (—1, —2, —4,

—5,—6.5) and resultant observer is constructed as Eq
(e.13).

[— 8.5 55 110
0 — 5. 000

z, (1) = 0.72  0.28 =5 0 0| z(1)
—17.72 1772 0 0 1
| —10.4 1004 00 O

[ 55 7.75 5.5

0 0 0
+ - 0.72 — 3.68|y. () +| — 0.72]u; ()
17.72 16,18 17.72
| 10.4 15.6 10,4
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]0[ X1,X1 1
; Real value
..... ; Estimated value
(a) [
.
.a6L
[
[
J
° € 5 18
C Time(sec) 3
ok ¥2,%2 1
[
[
.1
()
%] 1
a 5 19
{ Timel(sec) 1
aq ! x3,%3 3
a2l
s
(e i
s
B8 1
2 5 10
[ Timeisec) )
s L2 03
.2 [ .” ----------
(d) g
] a A
€ S 1e

[ Time(sec) 1

Fig. 1 Estimation results of the Decentralised Observer.,
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-10.4)"
(e. 13)

xe(t)=z,(t)+ (=55 1.0 0.72 —17.72

yie (t)

The Fig.] shows the actual state values and estimated
values when u=0,5,u,=0.5 and x (0)=0, From the figures,
it is observed that the decentralized state observer gives

good estimates,

6. Conclusion

A design method of decentralized observer for large scale
interconnected systems is proposed by the use of inter-
connection rejection and interconnection modelling tech-
nique. The interconnection partitioning conditions are
suggested and proved in detail since the basic idea behind
the design method is the interconnection partitioning. And
the conditions for pole assignment and the computational
procedures of observer parameters are derived for various
type of interconnection patterns,

The decentralized observer does not need any infor-
mation of the interconnection variables and the estimation
performance of the observer may not be affected by ar-
bitrary structural perturbation of the interconnections
because the interconnections have been considered as
unknown quantities in the design stage.

In addition, the decentralized observer has good estima-

tion performance as shown in the simulation results.
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