X 87-24-5 -1

Variable Threshold Detection with Weighted BPSK/PCM

Speech Signal Transmitted over Gaussian Channels
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Abstract

In this paper, variable threshold detection with weighted Pulse Code Modulation-encoded
signals transmitted over Gaussian channels has been investigated. Each bit in the u-law PCM
word is weighted according to its significance in the transmitter. If the output falls into the
erasure zone, the regenerated sample replaced by interpolation or prediction.

The overall system signal to noise ratio for BPSK/PCM speech signals of this technique has
been found.

When the input signal level was -17 db, the gains in overall signal s/n compared to weighted
PCM and variable threshold detection were 5 db and 3 db, respectively. Computer simulation

was performed generating signals by computer. The simulation was in resonable agreement
with our theoretical prediction.

1. Introduction
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signal, and the importance of the subsequent
bits declines rapidly until the least significant
bit is reached.

Bit error rate in digital transmission is relat-
ed with bit energy transmitted so that the more
energy for transmission is provided, the lower
the bit error rate [3]. Therefore the effect of
the errors can be reduced by matching the
energy of each bit prior to transmission accord-
ing to their contribution to the accuracy of the
recovered decoded sample. Thus the energies
assigned to the most significant magnitude bits
are enhanced at the expense of the least signi-
ficant bits, whose energies are decreased.

Secondly, another approach can be consider-
ed with respect to demodulation at the receiver
to reduce error, instead of error reduction at
the transmitter. The detector identifies the
binary signal by making a decision on the
analog signal. The output of the matched filter
is a logical one or a logical zero. If, however,
the output is close to the decision boundary,
this decision is unreliable. The digital errors
due to unreliability of the most significant bits
are more serious than those of the least signi-
ficant bits. An erasure zone may be established
for this unreliable region. If one or more bits
in the first M most significant bits of an N bit
PCM word are deemed to be unreliable, the
word is rejected. The resulting missing decoded
sample is replaced by means of interpolation or
prediction from neighboring decoded samples.
Since the effect of the predictor error or the
interpolator error is smaller than that of the
digital error, the overall transmission mean
square error is improved by this procedure.

Combining two preceding concepts one can
expect better overall performance. The
procedure consists of two steps;

1. The encoded signal bits are weighted
according to their significance at the trans-
mitter.

2. A variable threshold detection scheme is
used at the receiver, such that if the output falls
into the erasure zone, the regenerated sample is
replaced by interpolation

or prediction

1. Errors in PCM System

1. Digital Errors in PCM System

Fig. 1. shows a schematic block diagram for
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Fig. 1. The Companded PCM System Block

Diagram.

the typical companded PCM system. The input
signals x are compressed by the compression
function f(x). As shown in Fig. 1. finally
expansion is performed to regenerate the signal
X5 = ! (Yij)- The recovered signal Xjj at
the detector is different from the initial input
signal x at the transmitter for the typical
companded PCM system. This difference is
called the overall system noise. The average
noise power is

e? = E{ (x-xij)?} (1)
where E {(.)} stands for the expected value of
() and is performed over both source and
channel statistics.

This digital error can be divided into two
classes, the source error and the channel error.
Since the source errors and the channel errors
are independent, the average noise power is

(2)

where es2 is the gource error, or the quantiza-
tion error and €. is the channel error, or the
transmission noise power component. Source
error includes only the quantization error in
this study, since the others are very small in a
properly designed PCM system [1].

The quantization error can be written [2],

s2 [ 1n (1+4p) 12
s 3‘22N

1
1+——+ V 2)(3)
ues us
where 2 = f} x2 p(x) dx
is the variance of the signal distribution to be
quantized and the probability function p(x) is
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assumed symmetrical about zero and concent-
rated in the range [-1,1]. And u is the constant
of the y —law PCM system. This quantization
noise is the function of the variance of the
probability density function of the input signal.
Digital transmission error is due to the
digital noise power that occurs in channel trans-
mission and this power may be expressed

Ccz = Eij { (Xi’—xij)zl 4)
where the notation Ei' denotes that the average
is performed over all t{'le quantization levels and
all possible error sequences &, Xj is the
quantized signal. The source is independent of
the channel. Thus (4) can be written,

-1
z

i=1

e
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The average E; is formed over all the possible
2N quantization levels, and p; is the probability
of an occurrence of the specific error sequence
e.. It is now convenient to define A-factor [3],

(4]

A= B[ - xij)2 ]

(5)

(6)

The A-factor A; is the average noise power at
the output of the PCM decoder due to the pre-

sence of an error sequence & Thus (5) can be
expressed.
) 2Ny
= % p.A. 7
T 50 @

j=

This equation shows that the noise power due
to the transmission errors can be calculated
with the aid of a set of A-factors. For the input
sequence {x} with its PDF p(x), the A-factors
can be determined using (6),

2N )
Aj = i§0 P(Xi) di (xi_xij) (8)
where d i is the stap of quantization and the
sample X is quantized to x; if it resides in the
range from xi-(di Dtox; + (di/2).

The probability p; in (7) stands for an
occurrance of the error sequence. P, to Pg
represents the probability of one bit error of
the 8-bit word PCM. Pg to P34 stands for two
bit errors, and P37 to pgq is three bit errors and
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so on. Therefore a good approximation of (7)
[4] for low probability of bit error is

1R

2
eC pj A (9)

=100

To calculate the A-factors for a single bit error
in any of the N-bit positions of a PCM word,
(8) is expressed as

z

475
where a, (xi)=(xi—xi-)2;j=l,2, ..., N
Thus, tfle a-(xi) terms are related to a specific
single bit error in the j-th bit position, and a
specific input signal amplitude Xy

2Ny

P Oy) d; 3y (xp (10)

2. Performance Criterion

The objective performance criterion to be
used here is the overall signal to noise ratio(s/n)

E (x?)

2
+
eC

s/n = (11)

Ss

where E(x?) is the average power of the input
signal sequence.

II1. Variable Threshold Detection with
Weighted PCM Signal

Variable threshold detection with weighted
PCM is a digital transmission technigque in
which each encoded PCM bit is transmitted
with different energy according to its
importance and the detection process uses
variable thresholds depending on the bit posi-
tion.

1. Weighted PCM System

In PCM communication, analog signals are
sampled and encoded into binary. At this time,
each bit in any word has a different contribu-
tion. Therefore, when the signal is reconstruct-
ed in the receiver, the most significant magni-
tude bit is the most influential in determining
the accuracy of the recovered speech sample.

We can consider binary amplitude modula-
tion as a means of introducing weighted PCM



[8] [9]. In this case each bit b. in every PCM
word has its magnitude multiplied by +/ wj.

Bj=\/wj bj (12)
where b, is the original (unweighted) PCM bit
1.

For the general modulation case, let the
energy of the j-th bit be

E;=W,E 13)
where E is the average energy per bit of the
PCM signal without weighting. The total
energy used to transmit a PCM word is kept
unchanged

N
N= 2 w.
=1 )
From (12), the channel S/N for the j-th bit is

(14)

.=W.H
HJ WJ
where H is the average channel S/N, namely,
H=E /No

and No is the one-sided spectral density func-
tion of the additive white Gaussian noise.

2. Variable Threshold Detection with
Weighted Signal

When conventional detection is employed,
the output is a logical one or a logical zero, the
state being dependent upon which side of the
decision boundary the output of the processing
circuits resides. By contrast, variable threshold
detection has more than two output states.
There are three states corresponding to three
zones. The middle zone ranges from -z to +z
and is known as the crasure zone. If one or
more bits in the first M most significant bits of
an N-bit PCM word are deemed to be unreliable,
the entire word is rejected. The resulting
missing decoded sample is replaced by means of
interpolation or prediction from neighboring

decoded samples.
2.1, Digital Errors for the Least Significant
Bits

Now the probability of the least significant
bits which are not subjected to variable thre-
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shold detection shall be considered. For binary
signaling in white Gaussian noise, matched filter
reception, and using the optimum threshold
setting, the bit error rate [1] is

Ed
2 No

P, = Q( (17)

where Q(x) is the error function
1 = 5
x) = - -t“/2 dt
Q= /A fx e

and Ed is the difference signal energy at the
receiver input. This result can be used to
evaluate the Pe of binary signaling schemes
where matched filter reception is used. The j-th
weighted binary signal [1] of an N-bit PCM
word is, using (12),

5 (H=A w; cos Wt 0 <t <T (binary 1)

szj(t) =—A w; cos LANY <t <T (binary 0)
(18)
Thus, the BER for the weighted PCM is
Pij=Q (v 2% " ) (19)

No

where the average energy per bit is E=A? T/2.
From (16) and (19), the probability of error
for each bit can be written as

P1j=Q( \/ ZWjH)

where H is the average channel s/n.
Using this error probability and (9), digital
errors for the least significant bits (N-M) are

N
2.3 /2w H) A.
€1 j=M+(ll( ZWJ 0 AJ

where these least significant bits are from the
(M+1)-th bit to the N-th bit of an N-bit word.

(20)

(21)

2.2. Digital Errors for the Most Significant
Bits

For variable threshold detection, the most
significant M bits have an erasure zone. The
bit error probability for tliese bits may be
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classified into two areas of probability; non-
detective error when the signal falls out of the
erasure zone, and error of the erasure zone
when the signal falls into the erasure zone.
First, as shown in Fig. 2, consider that the

received signal which is corrupted in the
channel falls outside of the erasure zone. For
the matched filter from (17),
P Q(+/Ed . /2% (22)
2 No No

Now, we can consider probability of the j-th

bit error of the first M significant bits. In this
case the BER is
pmj=Q(\/2ij+ (23)

Threshold level z can be normalized, then (23)
becomes

mj=Q(\/2ij(1+Tj))

This Ppy; is the probability that the received
signal faﬂs outside of the erasure zone.

Therefore, digital errors for the most signi-
ficant bits are

(24)

M
2=,21Q(\/2_ij(I +Tj))Aj (25)

J= R
where ecg is a part of digital errors for the
most significant bits.

For the most significant M bits, another bit
error probability should be considered, as
mentioned earlier. When the received signal
falls into the erasure zone, error may occur. As
illustrated in Fig.3, the probability can be
solved similarily as obtained in (24).

—Q(\/ZWjH(l+Tj))

This probability Py is that the j-th bit of the M
most significant bits falls into the erasure zone.
When any one bit of the M most significant bits
falls into the erasure zone, the word is replaced.
Since Py is a very small amount, the proba-
bility p, of this occuring (26) can be approxi-
mated as

(26)
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Fig. 2. Nondetective Error of Variable

Threshold Demodulation.
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Fig. 3.

Error of the Erasure Zone.

We can consider now the error due to this
replacement by using interpolation or predic-
tion. This error can be expressed as the relative
mean square error 5. That is

8s2=E[(x—%)?] (28)
where x is the input sample, X is the sample at
the output of receiver after the prediction
process or interpolation process has been
applied, and s2 is the input signal power. The
error due to making up the discarded sample is
8 s? and the digital error power can be obtained
by this term multiplied by its probability of
occurrence p. Therefore, digital error for this
case is

=5s? 29)

¥ [ Q(\/mu—r))
= —Q(\/Zw H(1+T))]

This equation gives the digital error power
when one of the most significant M bits falls
into the erasure zone.

So far, three kinds of digital transmission
errors have been discussed. Hence, total erroris
as follows
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N
CAC+ X

Pm]_] P

j=M+1

) M
1j Aj + s jElij

j=1

N
Z Q(+/ 2Wj H) Aj+

j=M+1

™M
55?2 [Q(v/2w H(1-T)) -
2

Q(~+/ 2wj H(1+Tj))]

(30)

N
where N= ¥ w.

=1 J
This digital error equation is a function of
weighting factor w; and threshold Tj.

3. Optimum Weighting Profile and Variable
Thresholds

In the preceding section an expression for
the total transmission error was obtained. To
minimize this transmission error, the optimum
weighting profile w. and variable thresholds T,
should be found. TLese optimum values can be
obtained by the constrained the minimization
method {5].

4. Theoretical Performance

The companded PCM considered in the
theoretical calculation was an 8-bit u-law PCM,
M 255. The binary code employed was
binary-folded PCM. The input signal was
assumed to have an Laplacian PDF, a density
function that is known to be representative of
the long term PDF of speech signals. Laplacian

PDF is
—\/ilxl/o

1

\/2_0e

where 0 = standard deviation
Input level of -17 db which corresponded to the

p(x) =
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Fig. 4. Theoretical Results as a Function of

Channel s/n, for Input Level -17 db.

variable threshold detection provide references
from which the combined performance can be
compared. The curves of Fig. 4 therefore,
show the gian in s/n due to using combined
strategy, as compared to weighting PCM or
variable threshold detection PCM. It is observ-
ed that the combined strategy of variable
threshold and weighted PCM yielded a gain of
5 dB and 3 dB over wieghted and variable
threshold PCM, respectively. This is true over a
wide range of channel s/n. The weighting
profile of this system is presented in Table 1. as
a function of channel s/n. Table 2. shows the
values of the individual thresholds T,, T,,
T¢, where MSBs are 6.

esey

IV. Computer Simulation

The performance of variable threshold
detection with weighted PCM is investigated by
the digital computer simulation.

Table 1. Weighting Profiles.

input signal having a standard deviation of
ﬁ/lO, was considered.

Fig. 4. indicates the variation of overall s/n
as a function of channel s/n for an input signal
level of -17 db. The curves for the PCM using

only weighting and for the PCM using only

s/n W, W, W, W, W We W, W
1.1529 1.1764 1.1575 1.0902 1.0146 0.9324 0.8049 0.6710
1.2282 1.2626 1.2350 1.1359 1.0239 0.9008 0.7069 0.5067
1.3281 1.3772 1.3378 1.1964 1.0356 0.8572 0.5720 0.2958
1.4387 1.5054 1.4518 1.2596 1.0408 0.7959 0.4035 0.1042

15208 1.6011 1.5366 1.3034 1.0344 0.7284 0.2471 0.0284

[SCRENSUNG S ]
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Table 2, Thresholds

s/n T T, T T T T

0.1296 0.1389 0.1315 0.1035 0.0688 0.0263
0.1929 0.2051 0.1953 0.1575 0.1081 0.0432
0.2827 0.2979 0.2858 0.2370 0.1693 0.0719
0.4136 0.4320 0.4173 0.3568 0.2670 0.1227

—
<

[S R A o}

0.6202 0.6438 0.6249 0.5465 0.4259 0.2126

Fig. 5. shows the variation of overall s/n
when B bit u-law PCM encoded speech was con-
veyed by two-level PSK modulation over a
Gaussian channel. The input speech level was
-17 dB. The weighting profile and the
threshold values used in these simulations were
the optimal ones. Fig. 5. displays a variable
decision threshold, weighting PCM, and the
combined techniques, respectively. In this
simulation, the combined technique of variable
threshold and weighting PCM yielded a gain
5 dB and 3 dB over weighted and variable
threshold PCM, respectively, over a wide range
of channel s/n. Some differences between the
theoretical and simulation results were shown,
since signals were generated by computer and
many bit errors were produced in the low
channel range.

V. Summary and Conclusion

A new communication technique has been
presented for the use of variable decision
threshold with weighted PCM for u-law PCM
signals transmitted over Gaussian channels,

7.6 an nwe 7.6
>
AN

OVERALL S/N IN_DECIBEL
1. i

14,33

combined strategy

variable threshold
weighted PCM

[ X

2
iy

Len 5 a8 ) 1X]
CHANNEL, S/N IN Q2C18EL

Fig. 5. Simulation Results as a Function of

Channel s/n, for Input Level -17 db.

Each bit in the p-law PCM word has been
transmitted with different weighting according
to its significance, and regenerated at the
receiver according to its individual erasure thre-
sholds.

From our theoretical results and simulations
it is concluded that the application of variable
threshold detection with weighted PCM, where
each bit in the y-law PCM word is transmitted
with different weighting and assigned its unique
threshold value, does offer significant advan-
tages in s/n when the signals are transmitted by
BPSK modulation over Gaussian channels.
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