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ABSTRACT

In this paper we consider the performance Analysis of multistage interconnection network, which is

major parts of multi-processor system. We review the Hardware configuration of STAR network system using base-
line interconnection network and obtain the probability of clustering basing on analytical model. In addition, Instead

of Baseline interconnection system, mentioned above, STAR network system using delta network is considered and

TWO probability mentioned above is obtained, finally the comparative result is shown in the figure.

I. INTRODUCTION

During the last decade interest has increased
in large scale Multiprocessors composed of thou-
sand of processors sharing a common memory,
and several subnetwork system, multistage inter-
connection network have been proposed ‘!~8
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Multistage interconnection Network (mins) are
made of more than one stage of switching ele-
ments, Many different mins have been proposed
including the baseline [3], SW banyan [S5],
Omega [6], Flip [7], indirect binary n-cube,
delta and gamma network.

They share the common characteristics in
that the order of the number of stage is LOG N,
where N is the number of processors in the net-
work.

A network which can handle all possible
connections without blocking is called a non-
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blocking network. All the mins mentioned above
have blocking property.

On the performance analysis, patel’s [2] work
is one of the earliest on the analysis of mins.

An analytical model [8] based on the Markov
process is also presented for the circuit switching
network.

A recursive rule is used to divide an N X N
network into N/2 X N/2 networks in each stage.

This paper will consider the performance of
starnetwork using baseline interconnection net-
work and compare it with, The star-net using
delta interconnection network.

We begin by reviewing the star network and
the performance of the network are investigated
with analytical models.

Performance is compared to each network

metioned above.

II. STAR NETWORK

Star is a multiprocessor system which can be
configured to emulate various Topologies which
are often used in parallel algorithms.

When compared to other multiprocessor
system that incorporate to either a bus or cross-
bar network, Star is cost efficient when the
number of processors is large.

The hardware model of star shown in figure
1 is composed of a collection of N processor nodes
and a communication subnet. Each processor
node is connected to B baseline networks [3]
through an interface unit [IU]. By properly set-
ting the control of the individual switching ele-
ments of the baseline networks, circuit path can
be established to allow interprocessor communi-
cation.

With N processors&’ each baseline network is
made of log N stage, and each stage consists of
N/2 switching elements, Each switching element
connects two input ports with two output ports

in various combinations,
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Fig1  Harware model of star network.

III. ANALYTICAL MODEL OF STAR

Performance evaluation measures the capa-
bility of a computer system in terms of parameters
that represent major characteristics of the system,
The performance of star depends on both the
performance of the interconnection network and
the host processors. Since star is not designed
specifically for a particular processor, only the
performance of interconnection network will be
investigated and compared.

The network to be analyzed is made of B
baseline networks. Each network is numbered
from 1 to B. Each baseline network connects
N input nodes to N output nodes. To compare
the performance of subnet made of B baseline
networks whose size is N X N is also considered.
The effectiveness of a network can be measured
by examining how the network can realize the
connection that makes up a given cluster. The
analysis is based on the following three assumpt-
tions for the multistage interconnection network.
Assumption (1): At the beginning of a task,
each processor generates random and independent
request to network 1 with probability r.

The requests are uniformly distributed among
the N receivers. Assumption (2): If more networks
are available, the requests blocked in the network
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(j) will be resubmitted to the network (+1).
Assumption (3): The resubmitted request is in-
dependent of the previously blocked request.

In other word, the destination of the new request .

is newly generated.

The uniform randomness assumption (1)
is used because there is no better alternative
distribution. It also simplifies the analysis. There
might be a better approach submitting a request
to the network than the approach used in the
assumption (2). However, this approach is quite
reasonable and can be a good candidate in a actual
system.

The baseline network is blocking network
However, When more than one request is subm-
mitted to a same destination node, only one con-
nection can be made. To enhance the network
performance, more than one baseline network
can be used; although it will add more cost to the
already costly baseline network. However it is
important to understand the performance of
much a system.

Since there is no intermediate blocking in
the baseline network, exact analysis is possible
using assumption (1) and (2). The following
events are defined to clarify the baseline network
model development.

A(ij) : Node i generates a request to node

j and the request is accepted.
Sij : Node i generates a request to node j.
Bijk : Node i and k-1 other nodes generate
requests to node j. In other word a
total of k requests are submitted
node j.

With the above definitions, if exact k nodes
generate requesfs to node j; the probability that
one of them is accepted is b/k. If k<B, them all
request are accepted.

This is written as follows;

P{Ainz:g: P%Bijk}+éB/K P! Bijk |
(1-1)

IF B=1, equation (1-1) is simplified to

N

P! Aijk|= 2, 1 /KP|Bijk|

K=1

(1-2)

This case (B=1) has been solved by patel (9).
The result from his works is used here with a short
explanation, Let q(i) be the probability that i
requests are generated for an NXN baseline net-
work, then

(1-3)

1

ati) = N) P 1 —r) ™

Let E(i) be the expected number of requests
accepted by an N X N baseline network, given
that i requests are submitted. To evaluate E(i),
consider the number of ways that i random
requests can map to N distinct destination, which
is N° Suppose now that a particular destination
is not requested. Then the number of ways to map
i requests to the remaining (N-1) nodesis (N— 1 )°
Thus,N’—(N-— 1) ‘the number of maps in which a
particular destination node is always requested.
Thus, the probability that a particular destination
is requested is[N‘—(N— 1)/]/ N!, For every des-
tination if it is requested, it means one request
is accepted by the baseline network, Therefore
the expected number of acceptance, given i
request, is

. Ni—-(N—1)*
E(i) = s )N
B _ N—1 ., _
-1~y (1-4)

Thus the expected number of accepted re-
quests, bandwidth (BW) is;

BW= 3 E(i) - q(i)

0gisN
Which simplifies to

BW=N—-N(1—-r/N)"
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The probability of acceptance of a singie
request is

PA(B=1) = =%[l*(1—r/N)N]
(1-6)

From the definition of Aij and Sij, the probabi-
lity of acceptance can be written as equation

1-7)

PA=P| AijiSij{ =P} Aij} / P|Sij|
and Pi{Sijl=r/N (1-17)

(1-8)

Therefore,
Pl Aij}{(B=1)=P!Sij| - PA(B=1)

R _
~ql1—(1=M (1-9)

N
The acceptance probability, When B = 1, can
be obtained from (1-1) and (1-9). P [Bij1] is the
probability that only one request is submitted
to j and can be expanded as shown in equation
(1-11).

P|Aijl(B=2)=P|Bijl **2:3, 2 /K P|BijK|

- 2; 1/K P|BijK|—P|Bij 1|

=2 P{Aij{(B=1)—P|Bij 1|

2 1Ty
“N[l (1 N)N] r/N

~r/N(1—r/N)™" (1-10)

PA(B=2)=N/r PlAij| B=2
=2/r{ 1—(1—r/N)"|
—(1—r/N)"! (1-11)
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Likewise, if B= 3, then from(1—1)

PlAij} (B=3)=P{Bij1|+Pibij2}
*.?—i 3 /k P|BijK|

:3@"1 1/K P|BijK| — 2P|Bij1]|

—1/2P{Bij2]|

=3/N[1-(1—r/N)"—2(x/N)(1—r/N)"*"

“1e6m (N e
(1-12)
PA(B=3)=N/r P{Aij) B=3

=3/r[1—{(1—r/N)"

—2(l1—-r/N)™!
=1/2(r/N)(1—r/N)"*?
- (N—1) (1-—-13)

This recursive relation cab be repeated with
little trouble if B is small, which is reasonable in
the actual system.

PA=N/r P} Aij{ (1-14)

The probability of acceptance is easily com-

puted.

PC=PAM™ (1-15)

The probability of acceptance is obtained.

IV. PERFORMANCE ANALYSIS OF STARNET
USING DELTA

A delta network is defined as on a X b, swit-
ching network with n stages consisting of a < b
crossbar modules. Thus, there are b"™ processors
connected to a" memory dodules, we, we apply
the result of eq (1-5) for a NXN baseline network
to an a X b crossbar and then extend the analysis

for the complete delta network.
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Given the request rate r at each of the a in-
puts of on a X b crossbar module. The expected
number of request that it passes per time unit is
obtained as follows.

I'ia
b b(l—'b—)

(2-1)
and divided by b, requests on any of b output
lines: that is,

I'ya
1'(1—*5)

(2-2)
Thus for any stage of a delta network, output
rate of request, r out is a function of input rate,
rin, and is given by

rin e

b (2-3)

r out=1—(1—

The bandwith B (a® b") of an a"xb" delta net-
work, givenr,
The rate of requests generated by each processors.

(2-4)

(2-5)

Their probability of request acceptance is

PA—— T

a ,

bh(1 (1 -1y e)

b
= - and ro=r
a °r
(2-6)

Now in this paper let’s assume  a"=b"=2"

then, 2"=N, n=log: N

from the definition of Aij and Sij, mentioned in
previous section, The probability of acceptance
can be written as equation (2-7)

PA=PlAijlSijI=P{Aij| / P{Sij}
(2-7)

and P|Sijl=r/N (2-8)

Therefore,

PlAijl(b=1)=P|Sij|-PA(b=1)

I'n
N (2-9)

The acceptance probability, when b=+ 1, can be
obtained form (1-1) and (1-9) P {Bijl} is the
probability that only one request is submitted to
j and can expanded as shown in equation (1-10)

P[Aijlb= =P{Bij1i+xzzzz 2 /K P{BijK|

=2 ﬁ 1/K P|BijK| — P|Bij 1|

—oIn T 3 TyNa -
2N N(l N) (2 -10)
Thus,
N .
PA(b=2)=;PiAul(b=2)
Ny, 0 Ty
l”lzN N(l N) }
=l{2rn~r(l~—)N'll
r

Likewise, if b=3, then from  (1-1)
P{Aij} (b=3)=P|{Bijl|+P|Bij 2}
N
+'§ 3/K P|{Bijk{

“3,?; 1/K P[Bijk|— 2 P{Bij1|

—~1/2P{Bij2}
—qfn_ (T T yNa
=33 (N)(l N)
1 ,r,/ N=1 Tina
_E(N) < 1 )(I_N)
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PA<b=3):§P(Ai3)(bzs>
~Saog ) a-Dm
(M) =Ly
:%i3rn—2r(1v§)”"'
—es2 (NN Dy
(2-1D)

This recursive relation can be expected with little
trouble if b is small, which is reasonable in the
actual system.

PA=N/r Pl Aij}| (2 -12)

The probability of acceptance is obtained and
the probability of clustering is easily computed.
PC=PAY (2 -13)
Because the MIN model uses one unrealistic
assumption, the result obtained from model

should be cautiously interpreted. In Fig 2, the
probability of acceptance is plotted against the
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Fig2 Probability of acceptance for two Network.
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number of processors for r=1.0. It can be seen that
the probability of acceptance for STAR using
baseline improves rapidly when B increases.
Another important point from this figure is that
when N increase the probability of acceptance
for STAR using baseline varies constantly with
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N > 8. From this result, it can be concluded that
one network is not enough if most processors
generate request at random pattern. For STAR
using delta, when B increases the probability of
acceptance of improves a little but when N increa-
ses the probability of acceptance falls down it
indicates that this analysis is too pessimistic
and not available for multiple circuit switching
network. In Fig 3, the probability of clustering
obtained from the analytical model is plotted
against the number of network for STAR using
baseline with r=1.00. Fig 4 shows the same re-
sults obtained from STAR using delta. These
two figures show that for STAR using baseline
more than one network should be used to en-
hance the performance of network. But for
STAR using delta, it is not good for clustering.
Analytical model of star using baseline and delta
are shown, those models are useful tools to com-
pare the relative effectiveness of each network
if actual system generates similar request pattern.

V. CONCLUSION

The performance evaluation measures the
capability of computer system in terms of para-
meters that represent major characteristics of the
system. The performance of network depends
on both the performance of min, and Host proces-
sors.

The performance observation indicate that
probability of clustering for starnet using Baseline
interconnection network is available than that of
starnet using delta inter-connection network.

The principle shown in fig 2 and fig 3 give
us the result that, to enhance the performance of
network, more than one network should be used
for starnet using baseline network, and for starnet
using delta network it is not available for multiple
circuit switching network. As shown in fig. 2,
crossbar network is used as a reference network
and has a constant value when N>>16. The proba-

bility of acceptance for star-net using baseline
network approaches to approximately 1 when B
and N increase. But the probability of acceptance
for star-net using dqlta—network falls down when
B and N increase. This result will be good guide
for network designer.
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