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BAYESIAN SHRINKAGE ESTIMATION OF THE
RELIABILITY FUNCTION FOR THE LEFT
TRUNCATED EXPONENTIAL DISTRIBUTION

MaN GoN Park

1. Introduction.

Consider the two parameters exponential distribution with
poOBitivity censtraint on the truncation parameter defined by
the probability density function,

(1) f(xlf, M)=r"texp[ A" Hx—0)], >0, A>0,

where >0 for the density to be left truncated.
The model (1) will be referred to as the left truncated
exponential distribution.

It is well-known that the left truncated exponential distri-
bution is really appropriate as a lifetime distribution model
for reliability and life-testing.

Evans and Nigm (1580) investigated that the use of the
two parameters exponential distribution with no positivity
constraint on the truncation parameter as a lifetime distribu-
tion model is unrealistic and may lead to inefficient infere-
nces and prediction.

Both classical and Bayesian estimation of the reliability
function for the two parameters exponential distribution

with or with no positivity constraint on the truncation
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parameter have studied by many authors, including Basu
(1964), Varde(1969), Grubbs(1971), Pierce(1973), Sinha and
Guttman({1976), Sinha and Kale{(1980), Martz and Waller
(1982), Trader(1985) and so on.

Trader(1985) considered the truncated normal distribution
as a prior distribution for the truncation parameter in the
left truncated exponential distribution.

The shrinkage estimation techniques have been advocated
by a number of authors as a procedure for lowering the
mean sjuared-error (MSE) of the minimum variance unbiased
estimator (MVUE) or maximum likelihood estimator(MLE)
fsee Thompson(1968), Mehta and Srinivasan(1971), Pandey
and Singh(1980), Pandey and Srivastava(1985) and so an].

In recent year, the use of Bayes shrinkage estimation of
the parameters for binomial, Poisson and normal distribu-
tions were considered by Lemmer (1981) at first. But he has
been little paid attention to lifetime distributions-exponen-
tial, Weibull etc.

Pandey and Upadhyay(1985) considered the Bayes shrinkage
estimation of the parameters for Weibull distribution, and
discussed the relative s-efficiencies of these Bayes shrinkage
estimators with respect to the unbiased estimators of En-
gelhardt and Bain(1977) on the basis of a Monte Carlo study
of H00 random samples.

In this study, we will consider some Bayes shrinkage
estimators of the reliability function in the left truncated
exponential distribution.

First, we will give the MVUE and Bayes estimators of
the reliability function with the noninformative and con-

juzate prior distributions in this model.
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Next, using the Bayes estimator instead of the guessed value
which is close to the true unknown wvalue, such as that
given by Pandey(1985), we will propose some Bayes shri-
nkage estimators of the reliability function in this model,

Finally, we will compare the relative s-efficiencies of the
Bayes shrinkage estimators with respect to the MVUE by
the Monte Carlo simulation and numerical evaluation techni-
que in the sense of MSE.

2. MVUE and Bayes estimators of the reliability
function.

Let x(h=x (==, be the first » ordered observations
of n failure times form the left truncated exponential disti-
bution(1l) under test without replacement.

For a given time #, the reliability function, the proba-
bility that survival until time £, is given by

(2) R=1—F(t)= ff(x)dx

where F' is the cummulative distribution function of the
failure time x.

Basu(1964) obtained the MVUE of the reliability function
at time £ to be

— E—Zqy 72
2=t (1"—‘"‘“‘“—(‘&} s ETp<Ii<IXmpty,

@) R= >

’ x(l)>t
’ t>x(1)+y" 3

where y,ZZIl (xy—x) Hn—r)(Zp—Zm)-



36 Man GoN Park

The likelihood function is given by

@) LG, Mxa, Taw s Tm)A expl—A" Uy, +u{xgp—0)1F
0<O<xpy, A>0.

The noninformative joint prior distribution of & and X is
taken as [Sinha and Guttman(1976)]

ORFICES g R
b/ , otherwise,

where >0, 0<b<1, A>0, 0<O<z(), fs, Xo are the prior
values in the vicinities of the true values # and A, respec-

tively, and the prior distribution has weight (1—5) in the
prior values and weight 4 in the rest intervals.

We obtain the joint posterior distribution of # and A as

(6) g1(9, A-ix(l)s T2y "%y x(r))
— 54(0:7\137(1), T s Tin)&i6, A)
j‘o(u lo L8, Mx, T, -y Tn)g1(0, ) drdl

Therefore, from (4), (5) and (6), the Bayes estimator of
the reliability function with the noninformative prior distri-
bution under the squared-error loss can be written as

(7 R*,1=E[R,ixm. Lzys 00y Ly ]
1.(:(1) fo R, g (8, \Mx), Tz s Zen) ANdE

_ Prius(Br 1, pytit—z, patt)+Q(gqi+2—60)
P, o2(Py, 23, £3)+Q(q1)

where
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Qg =(Q—-5b)" eXP(“%),

[t]
bi=n, p=y, py=y,tnZay, =Y, +nxq—nlb,
Also, we can use the conjugate joint prior distribution of
¢ and A as [Evans and Nigm(1980)]

(l”—b) ’ if 0300 » k,':ko

1 d+h(m—8)
b Al A E

8) g0, \)= [

exp { - , otherwise,

where to be a proper prior distribution we must have ¢>2,
d>0, A>0, and 0<f<m, A>0.

From (8), the joint posterior distribution of & and A
becomes

(9) &0, Mxw, T, Tn)
— L6, Mz, Zays s L) LGN)
3 o
SO {0 L(aa A"-’C(l)a L(ars """y x(r))gz(as )")dhda,

where A=min{m, x).

Therefore, from (4), (8) and (9), the Bayes estimator of
the reliability function with the conjugate prior distribution
under the squared-error loss can be written as

(10) R*;z:E(R:]xm, Ly 0 Tipy)
r A re

= . Regll Mz, o, -, Zo)drdd

Pr-rc—z( P1+h+l, P2+ﬂI(1)+d+hm+t—
(n+h+DA, py+d+hm+t)+Q(a1+1—84))
Poicoprth, pytanxg+d+hm—(n+h)A,

Ps+d+hm)+Q(q,)

3. Bayes shrinkage estimators of the reliability
function.

Let us consider a shrunken estimator of the form
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T=k(§—00)+0a

where 0<2<1, § is the MVUE of # and 8, is a prior value
which is close to the true unknown value 6.

This shrinkage estimator for & was considered by Thompson
(1968) at first, and showed that T is more efficient than
MVUE for mean parameter in the sense of MSE when sam-
ple size is small and 6, is in the vicinity of true value # in
the normal, Poisson, binomial and gamma population.

Now we propose two classes of the Bayes shrinkage esti-
mator of the reliability function:

(12) Tﬂur—"kx(k:’—R*n)‘FR*u
=k R+ (1—k)R¥%,,
(13) TR{2=k2(§!_R*t2)+R*fz
=R, + (1— k)R,
where 0< k), k,<1, R, is the MVUE of R, R*, is the Bayes
estimator of R, with the noninformative prior distribution

and R*,, is the Bayes estimator of R, with the conjugate
prior distribution.

4. Comparisons of the relative s-efficiencies of the
Bayes shrinkage estimators with respect to the
MVUE.

The relative s-efficiencies of the Bayes shrinkage estima-
tors with respect to the MVUE of the reliability function
are given by

(14) REFy(Tpn, R)=Var(R)/MSE(Tr),

(15)  REFy(Trp, R,)=Var(R)/MSE(T ).

where R, is the MVUE of R, Tp, is the Bayes shrinkage
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estimator of R, with the noninformative prior distribution
(5) and Tz, is the Bayes shrinkage estimator with the
conjugate prior distribution (8).

A Monte Carlo study has been performed on the relative
s-efficiencies of the proposed Bayes shrinkage estimators
with respect to the MVUE and the numerical values of the
relative s-efficiencies of proposed Bayes shrinkage estimators
with respect to the MVUE have been evaluated by use of
the computer system.

The Monte Carlo simulation on the relative s-efficiencies
of Tpy and Ty, with respect to I‘é, bas been performed as
the following four parts.

Part 1: 500 random samples of the first r ordered failure
times were generated from the left truncated ex-
pontial distribution (1) with the parameters X and
f such that 8/6, is fixed at 1 and A /A0 0. 50(0. 25)
1. 75 varies with (#n,7), and REF, (T, }?,) were
evaluated for a=1,56=0.2 (0.2) 0.8 and %,=0.2
(0.2) 0.8 to avoid complexity on the table 1.

Part 2: 500 random samples of the first 7~ ordered times
were generated from the left truncated exponential
distribution (1) with the parameters \ and & such
that A/Ay is fixed at 1 and 6/8,: 0.50(0.25) 1.75
varies with (n,7), and REF (T, R were eva-
lnated for ¢=2, »=0.2(0.2) 0.8 and %k, =0.2(0.2)
0.8 on the table 2.

Part 3: 500 radom samples of the first = ordered failure
times were generated from the left truncated ex-
ponential distribution (1) with the parameters A
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and & such that /6, is fixed atl and A/rq: 0.50
(0.25) 1.75 varies with (n,r), and REF; (T,
ﬁ,) were evaluated for ¢=4, d=2, h=1, m=2,
5=0.2(0.2) 0.8 and £,==0.2(0.2) 0.8 on the
table 3.

500 random samples of the first » ordered failure
times were generated from the left truncated ex-
ponential distribution (1) with the parameters A
and & such that A/A, is fixed at 1 and 6/6,: 0.50(0.
25) 1.75 varies with (n,7), and REFy(Tg, R
were evaluated for ¢=5, d=2, hA=1, m=2, b=
0.2(0.2) 0.8 and %#,=0.2(0.2) 0.8 on the table 4.

Throughout the table 1-4, we obtain the following results:

(a) T, is more efficient than MVUE R, in the sense of
MSE for all possible values of 7, 7,a,5 and %, contai-
ned the effective interval which is in the vicinity of
true value A or 4.

(b)Y Try is also much more efficient than MVUE _Q, in the
sense of MSE for all possible values of n, 7, ¢, d, A, m,
b and %, contained the effective interval which is in

the vicinity of true value A\ or 8.

(c¢) When the guessed value A\, is true, that is A/xq is 1,
Trn and Tgp, are most efficient in the sense of
MSE.,

(d) Tgn is more efficient than Tg; in the sense of
MSE,
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5. Conclusions.

In the comparisons of the Monte Carlo relative s-effici-
encies of the proposed Bayes shrinkage estimators for the
reliability function with respect to the MVUE in the left
truncated exponential distribution based on type II censoring,
the proposed estimators are more efficient than MVUE in
the sense of MSE for all possible values of #,7,4a,b,¢,d, Ak,
m, k; and %, if A/x, and/or #/8, approach 1. Also, the Bayes
shrinkaze estimator with the conjugate prior distribution is
more efficient than the Bayes shrinkage estimator with the
noninformative prior distribution.
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