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Fault Diagnosis of Multistage Baseline Network
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Abstract

It was shown previously that four tests are required in order to detect single fault and to
locate single link stuck fault for a class of multistage interconnection networks. In this paper,
we show that only three tests are necessary and sufficient both to detect single fault and to
locate single link stuck fault. A fault diagnosis method with four valid state for a class of
multistage interconnection networks is presented.

Using this method, all single link stuck fault or all single switching element faults, can be
detected by at most 4 log, N+3 tests. I the example, the location and type of single fault
are pinpointed, and unlocatable probabilities of questionable regions are given.

1. Introduction

Advances and decreasing cost of VLSI
circuit encourage to have a larger number of
processing elements to be included in highly
parallel processor system. In these systems,
various techniques are utilized in implementing
restructurable data paths between processing
units and memory modules. Recently, Multi-
stage interconnection networks are used in
providing programmable data paths between
functional modules in multiprocessor systems.
The multistage interconnection network are
usually segmented into several stages, and the

*E®A, IEXAR BFHRESH
(Dept. of Computer Science, Suncheon Univ.)

BEHFII986F TH 8H

(860)

linkages between various stages are assigned so
that any input can access any one of the
outputs.

Each stage connects inputs to appropriate
links of the next stage so that the cumulative
effect of all stages satisfies input-output con-
nection requirements,

Several such networks have been described
in the literature!8912:78) and various issues
related to these networks have recently been
addressed!:2.8.15.161 But, not much atten-
tion has been paid to the fault-diagnosis of
these networks,

The reliability aspect is important for
successful operation of a computing system
and the interconnection networks being the
heart of a parallel processing systemm , their
fault-diagnosis becomes extremely important.
The fault-diagnosis for a class of rearrangeable
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switching has been described by Opferman and
Tsao-Wul11!

They have used 2-input, 2-output switches
as basic building blocks and they utilize test
permutations to check for the possible two
states of each switching element.

In this way, they consider faulty state of
a switching element to be unalterable parallel
or cross-connection of the switch. Wu and
Fengl'7! have introduced their fault model
by illustrating 16 possible states of 2x2 switch.
They consider only two of them to be allow-
able states and the remaining 14 states are
assumed as a faulty situation. In their novel
approach, they keep all the switches in one
state and then all of them in the second state
and at each state, they require only two input
test sequences.

Their effective of l-out of-2 code is de-
monstrated by the fact that they require a
total of only 4 tests for a network at any size.
But this paper is to show that only tests are
actually necessary and sufficient to detect and
locate such faults.

A fault diagnosis method for the multi-
stage interconnection network with four valid
states is presented. It is more complicated than
any previous methods, because there are
164 state combinations for each 4 valid state
element as compared with 162 state combina-
tions for 2 valid state element, and only one
out of 16* state combination is fault-free, the
others are faulty. It is shown in the example
that location and type of single fault are
pinpointed, and unlocatable probabilities of
questionable region are given,

I1. Fault Models and Test Sets

In a multistage interconnection networks,
each switching element has 16 possible states
as shown in Table 1. Four of 16 states are
considered as valid state i.e,, straight s;,
exchange ss, lower broadcast si;, and upper
broadcast s3 as shown in Fig. 1.

Each faulty link, a faulty switching element
can cause fault (s) in an interconnection net-
works. The fault of a link may be one of
two kinds of link stuck faults: styck-at-zero
and stuck-at-one. Moreover, when a switching
elements is at a valid state, the other 15 states
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Table 1. Setof 16states and relative logical
symbols of a 2 X 2 switching element.

al

Siate Logical Stace Logical
name | symbol name | symbol
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k= BE=

5 :Q: Sie :@
S | =

5 = s =
= =
BE= -

ll@: 7 :1:8: 5 x5 DN 5
*2 - Ch = O 'I:S: 5oy :Z:?z
10 s 12 53

x ! Upper input %, Upper output

x, . Lower input *; I Lower output

Fig.1. A switching element with four valid
states.

are considered faulty states.

In an interconnection network with 4 valid
states, the fault models of a switching element
are shown in Table 2, 3, 4 and 5. In these
Tables, “*” is a kind of stuck output responses
coming from a stuck link; “~" is another
kind of stuck output responses coming from
a faulty switching element, in which there is
no logical connection between a certain input
and output; “¢” is an indeterminate output
response coming from a faulty switching
element, in which an output connects with
both inputs at the same time, It is not a stuck
faulty output response like * and —, but can
be changed when the inputs are at different
input test combinations as shown in Fig, 2.
In order to detect a single fault, only two
kinds of test vectors are needed: t=(0, 1) and

t=(1, 0). In this paper, additional test vectors

are needed: t=1 or t=0.

[] [] 0 [ t t

1 ] [} o 1 1

¢ : Indetermined (o or 1}

Fig. 2. The possible output responses of a
¢ type of fault element.



anlt Diagnosis of Multistage Baseline Network

F

(862)

122

c=les o~ 1 1[I 1o~ o o~ O —e e O =%as T~ < BB Rl B B R Jial =l e “‘l,_v___~,1001010101“01"01__,_._,
. EBE
| oo mio mo ~s o0 o —~s80 e so —c—o ~ssc— - hxlﬂﬁlt*t#tt#*1001,‘_,10014A_,,‘.,10___410010101¢¢01
et 3
— & a
o - |3
o o~oomorlec—o-le~o~romjo~mo ~o~0 o ~o ~ s = Slgslmco~l~oonlrcom|~conreo~cs ~|moomee|molmoe oo nme o ~~o
—_ I3
0 E .
oo momomo oo o <|lo~o~le~o e ~o~o o~ 3 E thilicomroontco~~oo~luocomunoo oo amoo~fmolmoomoo Mmoo ~~o S
S =
E @
ol ocomroo oo ~~o|lmoe oo oo "m0 0~ = PO et oo almo o~ ~co oo ~|~oco oo mmoO~~C=OO ~H~MD O Mmoo MmO S
= = 7%
= .E 5z
odoconlomo oo e oo oo o-o oo~ 8= | € e rodocodoronlonoromonlomoso—enlemreloorelomolomon~lo~o~
23
- ~ - . > = 2 = o = = .
3 & & 5 a @ & & 5 * - 5 ; = z 5 3
. . . . & G & & & & & & ;
N R L L " '\ n A ., : c "z 4 o ! | ! : ! !
& & B i 7 i i & & w & & & & & & & & &
o =
rel &
< =
NE=FOI—Z0 WIWSHZE- La<DdE LHDONM =z NE~FOL=ZO WANSWZE LI<DJdE
T
calmcjome deso<lsso=lr |1 1 Hjmolmo e o~ mo s e o e O~ w.Ax..ttttOlﬂlOlOltntt_‘_A_,,.10011001010
~ = .
st v bl i~ o elomo e e s <|lo-|lee o ~c-ee o o D ~e e o~ 721 h.mttt#ﬂlﬁl#tttﬂlﬁl,_._100|.A,__10____1
L 5
- et — © o4
S - |&
o nle o o ~lomo Home =le~ o =lcro e ~o o eS|~ S O OITO DOl D= . = 3 Jomomjomocmlomo o~ 0o ~0 oS Mo e Mo —o~ O ~e
- = of
= o E
P N P s T e E R il i il (el el ¢ E Eilomomo~o om0 mlo~ro ~lomo e ~0 e ~o e ~|o~o ~o
< 3 Z
¢ =
£
0110100110011001100]100110100]10[0011001]001 - - n100!1001100110011001100110011010011
= £ @
ERE] F
010101010\.0101010101010[0101010101010101010[ ..mh - flomeoalo~e ~lo=o mjo~o oo =d ~0 ~o~o o oo S
2]
o =
£ =
- - . - . . . 2 B = 2 H H = = . - - " - -
5 7 E E: 5 ¥ # 7 ; & @ i ; E @ & & & &
1 i ; ! . .- . % kS : !
: : P 2 P s = 7 7 & x = = = H = =
5 % F 7 ﬁ &£ 7 7 3 & 7 7 = g - & i @ K é F
o 3
r] 3
] [
NE—OT—ZC RALFEZE k< dE = NEDON A—ZX
5% T I
= c
= == - - o - =le —~ o~ - - o m|e - o~ - - =
= 5 oo * % % #{0b fo0 < ole o = LY . e [ B A A o o ~le —|e o ..o .- w0 = P Py S PRI IS N
m nﬂull kiRl ~c —~[1 | I V|=Oo S~ [ I [ - e .w.x
M = * % l Sl 11 |- | co—~lo~o~leeso e mec~seoc <o~ ~|eso~ = Folmoo ~swaxull 11 (|moo
3 -
3
z : Z i
o mz10011001100110011001101001101001100110011001100110100110011001 . 8l |lemoalomolo~o-|e~o
— £ % E o
- — — —_ — — — —_ o - —_ e — — — — —_ — -— — — -— —_ — — — — - — — — = 5 -
c 3 .a|° o o = 1=} =3 = o = = o = < =3 = < o = < =3 o = =} o o = =3 =3 o O S - ° 5 P P ) - =)
« 0
<z 3
T S um100110011001100[1001101001101001100110011001100110100110011001 =R _ . |~co~l~eoc~l~co~~ss
H ]
E S ilomolafo—c - g .
< ¢ cmoaomosoao mcmlo o ~lo—lo=mo oo ~ocmo e —mo=o -0 =00 mo S =0 S ~O = - F flomomlomonjec~o~lo~o
- -
z < 3 -
s L . _ . R . @ =
(Y " 8 i 5 5 7 7 E 5 £ @ w w @ & -9 " b . -
v E bt | | , | | o E a s 5
= O * 2 H 2 2 = 2 2 H = 2 2 2 2 o v 3 e ! !
I 7 " @ @ " 7 F3 3 3 @ 2 w £ " -~ — = ® Pl F
= [l
o = A—Zzx o - Gz
3 P 5 o 3 ——z
2 3 NZF=FCT—Z20 HOREWZE LSk [ 3
.w @ HEDOX .w L =185



19865 117 EFIBERLE H 23 % #H 6 5%

Test Output

Fault Normal | Faulty

Xu Xy %, % % %
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s 0 0 0 0 [

w L Lt 1l

T - 0 1 [ [}

ﬁ S8 1L 0 0 0 1t

| 0 1 T 1 ¢ -0

N o 1o 0 0 [

G s 0 0 00 o 0

E 11 11 1t

E 0 1 T 1 0 ¢

M s 10 [ 1.

N R [V ) o 0 00

T oL [ 1 11

F 01 11 )

A 10 0 0 [

U $3 Sis
L 00 o 0 0 0
T 11 11 11

HOI. Single Fault-diagnosis
1. Diagnosis procedure for link stuck fault,

Single fault diagnosis procedure for a multi-
stage baseline network with 4 valid states
are considered below,

In a NxN (N=2") networks, there are
N(logy N+1) links and N(log;N)/2 switching
elements!'”! . For each element, there are 16
possible state combinations [4 valid state],
but only one of them is normal, the other
(164—1) state combinations is faulty, In a
complicated situation such as this, it is very
important to choose fault-diagnosis procedure
properly. This method can be divided into
two main diagnosis procedures : one for link
stuck fault with s;o and sg, the other for
switching element fault with s;; and 33[17].
When setting the multistage network into
phase 1 test and phase 2 test and generating
the input test sets, if the network is fault-
free, the fault-free output responses are shown
in Fig. 3, and an alternate test scheme is shown
in Fig. 4,

If a single stuck-at-zero fault is detected
during phase 1 test the phase 2 test for s-a-0
fault is selected, if a single stuck-at-one fault
is detected during phase 1 test the phase 2
for s-a-1 fault is selected and an alternate phase
scheme is the same.

Fig. 5 gives an example of the detection
and location of link faults. Since phase 1
test identifies the link fault to be a stuck-at-O
type, every output terminals then receives
a 1 during the phase 2 test. From the two
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Fig. 3. Faultfree response.
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Fig. 4. Fault-free
alternate test scheme.

response of an

test the possible faulty link are identified to
be (6,6,3,5,6) for phase 1 and (7,6,2,0,1)
for phase 2.

Intersecting these two set we find that the
link stuck-at-0 fault is located at link 6 of
level 1.
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Fig. 5. Locating the link stuck fault.

Therefore, in a NxN networks, much similar
method is used to locate the link stuck fault.

Hence, it is obvious that only three tests
are required to detect and to locate the single
link stuck fault,

The existance of a fault can be determined
by looking at the information in the output
responses. The type and location of the fault
may then be pinpointed.

2. Diagnosis procedure for switching element
fault with s, and s;.

In a multistage network, switching elements
at valid state sy, or s; make some input dis-
connect from its any outputs whatsoever,
therefore some fault information is thereby
isolated from the output responses of the
network, This make fault diagnosis for sp;
and s3 more complicated than for s;; and ss.

A stage-sequential diagnosis method is
considered below for valid states s;; and s3.
A network at phase s test (or phase ss test),
which has already been tested in the previous
procedure, is chosen as a reference network.
A multistage network is fault-free at valid
states syo and s5. A 16x16 multistage baseline
network is used as an example to describe the
diagnosis procedure as follows: To set the
reference network to phase 12-0 test as shown
in Fig. 6(a), the elements at stage O are set
to test state s;3. The others remain at s;o and
are fault-free, If fault-free output response
appear in the output of the network, all ele-
ments at stage O are fault free at sy,. If faulty
output responses appear, there is a faulty
element at stage 0. According to the faulty
output responses, the fault location and type of
a fault element can be pinpointed by two

(864)
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tests. Of course, if there are “¢” or “—>°
types of fault output responses, two additional
tests are needed to distinguish them.

When changing states of the elements at
stage 12-i (12i2log,N-1) as shown stage by
stage in Fig. 6(b), (c), (d) and repeating in a
similar way, all switching elements can be
tested for state sy;.

The diagnosis procedure for stage s; is
called phase 3-i tests and similar to the proce-
dure for sp;.

The location and type of a fault element
at s;; and /or s3 can be determined by at
the most 4log, N+3 tests. Because each
element is tested independently in the diagnosis
procedure, multiple faulty elements can also
be detected and pinpointed in the same way,

‘d} Phase 12~3 Test

f¢) Phase 12-2 Test

Fig. 6. Output responses of fault-free network
at Phase 12- test.

IV. An Example for Diagnosis

In the fault-diagnosis procedure of phase
1 test and phase 2 test, the fault location has
already been pinpointed. But a questionable
regions, shown in Fig. 7, consisting of a ques-
tionable stuck link and two questionable faulty
elements has been considered, As shown in
Table 6, there are 4 kinds of faulty element
at s;p and ss mixed up with 4 kinds of stuck
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Table 6. Four paisr of indistinguished fault sources

Faulty Ouzput
R
- caponses Equivalent Faalt Sources and
Prase 10| Phase 5 | gyt State Combiwtions
Test Test
i % Stuck upper input link
1
F +* Element 11{S,, =S, $, -5
i %o Stuck lower input Ik
2
T = Element a1(8.,~54 S 5.}
= B Stuck upper output link
3
r = Element at (S =Sy S, $1)
:@: :8: Stuck lower output bink
.
= = Element at (S =SS, -5,

links, so there are one model of questionable
region as shown in Fig. 7.

Two questionable switching elements are at
stages (i-1) and i and the questionable stuck
link connects the upper output of the question-
able element i-1 to the upper input of the

questionable element i.

Step 1. First, set the reference network of
phase 12-(i-1) test as shown in Fig. 8(b).

There are only two possible faulty paths
which are called the upper (fault) path and the
lower (fault) path, and are represented by
darkened lines. The possible situations of
output responses of the network are as follows:
1. If the output responses are fault free at

phase 12-(i-1), it is determined that both
the questionable stuck link and the question-
able element i are fault-free,
The fault is determined at the questionable
element i-1 with such a faulty state com-
bination as (51985, S5-S4, S12), 1.6, Sy iS
mistaken for s,, sg for s4 and s,, is fault
free. The location and type of a single
fault element are pinpointed.

Model 1

Fig. 7. The models of the questionable regions,
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2. If there is a “@” type or binary type of
fault on the upper path, or a fault on the
lower path, or one fault each on both the
upper path and the lower path, it is deter-
mined that the questionable stuck link and
the questionable element i are fault-free,
The location and type of a single fault are
pinpointed at the questionable element i-1
with such a faulty state combination as
(s10-S2, Si3-sy), here s; is a fault state
relevant to the faulty output responses and
can be determined according to Table 4.

LIf a ¢~ type of fault is found on the
upper path only, it is still a questionable
situation. In the questionable region, the
possible faulty state combination for the
questionable element i-1 is (sy;-5,,
S4, S12-84) and another one for the question-
able elements is (sjp-53, Sg-5y).

Now it is obvious that the fault of a network
has been pinpointed at the questionable ele-
ment i-1 in situation 1 and 2, thus only one
more phase 34i-1) test for element i-1 at s;
is further needed. After this, all the diagnosis
procedure for four valid state are completed.
For situation 3, because a questionable stuck
link and two questionable elements are still
mixed up, further diagnosis step is then needed
as shown in step 2 below.

Step 2. Set the reference network to phase
34i-1) test as shown in Fig. 8(c). The diagnosis
procedure is similar to that of step 1 above.

Ss-

It is obvious that a fault of the network is
pinpointed at element i-1 in situation 1 and 2,
and all the diagnosis procedure of the network
with four valid states is now completed.

However, the situation 3 is still a question-
able one. A further diagnosis step is needed
as shown in step 3 below,

Step 3. Set the reference network to phase
124 test as shown is Fig. 8(d), using the way
similar to that of step 1 above. In situation 1
and 2, the fault location and fault type of the
network are pinpointed at element. One more
phase 3-i test for faulty elements s3 is needed.
However, there is a questionable region remain-
ing in situation, and a further diagnosis step 4
is needed as shown below,

Step 4. Set the reference network to phase
3.i test as shown in Fig. 8(e), using the way
similar to that of step 1 above. In situation
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UP :upper fault path

LP !lover fault path

..!‘

‘felPhase 3-21est

td) Phase 12-2 1est

Fig. 8. Diagnosis procedure for questionable
region model 1 at sy, and s3

1, a single fault of the network is pinpointed
at elements., However, in situation 2 the
output responses of the network are fault-
free, it is estimated that the questionable
elements is fault free only at s3. Because of
some diagnosis information to be isolated, we
cannot determine whether the element i is
fault-free at the other 3 valid state, and what
happens to the questionable stuck link and
the questionable element i-1.

Therefore, there is a questionable region
finally remaining in the network in situation
2.

As mentioned in Section II, if a ““->* type of
fault is found an upper path only (up) as shown
Fig. 8(b).

It is still a questionable situation.

(866)
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In the questionable region, we know that the
possible faulty state combination for question-
able element i-1 is (s);-s2, Ss5-S4, $12-84)
and another one for the questionable element
1is (s12-82, S5-84).

Now lets assume that faulty state combina-
tion for the questionable element i-1 . (siz-
s,) is detected on the upper path.

We can find that the questionable element
i-1 is disconnected with the questionable
element i because of no logical connection.
We cannot locate the stuck link fault and the
fault type of the questionable element i-1 and
the questionable element i is the one of the 16
state combinations.

It is evident that in a certain questionable
region the unlocatable probabilities of these
questionable sequences are as follows:

a) The questionable stuck link ......... i
b) The questionable elementi-1 . .. . . 1/16%
¢) The questionable elementi ... .... 1/164

The diagnosis procedures for network with
four valid states have been completed.

V. Conclusion

We have shown that only three tests are
necessary and sufficient to detect and locate a
single link stuck fault,

In the single fault-diagnosis method for a
multistage baseline network, both the single
link stuck fault and the single switching ele-
ment fault with four valid state can be de-
tected, but all link stuck faults and four kinds
of element faults relevant to four kinds of
faults combinations cannot be pinpointed.

However, the location and types of all
other element fault can be pinpointed. The
unlocatable probabilities are equal to 1 for
a stuck link, to 1/164 for a element with four
valid states as compared to 1/162 for a element
with two valid states.
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