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ON THE SIMPLlCITY OF REAL ROOTS OF REAL 

POLYNOMIALS 

By Uri Leyson 

Introduction: T . Craven and G. Csordas proved 

n 
THEOREM 1. ([1, Theorem 2. 3]). Given h(x) = I: ιx"， n~ l ， bn::f:O, b., = 1, 

k=O ’ ‘ ” 

~ jr r(k) with ollly real roots and J(y ) an arbitrary polYllomial, Jorm F(x , y) = 2: b .x"J'"' (y). 
k=O ‘ 

Each branch oJ the real curve F(x , y ) = 0 ωhic‘ inlersects the y-axis wil/ 

intersect the y-axis in exactly one point and will intersect each vertical line x =c, 

where c is an arbilrary constant . 11 bo=O, the conclusion st ill holds f or all branches 

ωhich do not coincide with the y-axis. Furlhermore. if tWQ br anches which cross 

the y -axis intersect at a sùlgu[ar point (xo' '0) llot Oll the y-ax is, then these 

hranches are in fact components 01 the /orm y-Yo=O, and thus coincide as horizo1l!al 

lines. 

Throughout the present paper all the poJynomiaJs are supposed to have onJ y 

rea l coefficients. When we speak about “curve ’, we always mean the real 

part of an aJgebraic curve. In par ticuJar F(x , y) = 0 denotes the curve in 

Theorem 1. The meaning of the word “branch" is the same as in [1] 

In T heorem 2 (a) we find sufficient conditions so that the poJynomiaJ 

S ι/') (x) has at Jeast as many distinct reaJ roots as J has. !f, in addition 
k= O ’ 

t。 the above condltions, fhas only realroots, then ￡ ι J (' ) (x) has onJ y real 
k=O ‘ 

simpJe roots‘ This is the resuIt of Theorem 2(b). Then we get CoroJlary 1 
which has speciaJ meaning in the Jight of [5]. In Theorem 3(a) and (b) , 

m k mzk {k) 
we appJy to the poJynomiaJs. 2:_ k! ai.x" and .2: _bkxk f '" ' (x ) the same method 

k==O k=O 

as we have used for ￡ ι J (k) (x) in Theorem 2(a) and (b). T bis generaJizes 
k=O .. 

[3, Theorem 6, pp.336-337] 

1n T heorem 3(c) , we introduce a new curve having the same construct ion 
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..as F(x, y) = 0. Moreover, its construction Îs invariant under certain perturbation. 

Coro llary 2 01 Theorem 3 is very similar to the result 01 [2J 

” ’ T HEOREM 2. Let h (x) =,1:., bkx' be a polynomial with only real roots, bém *0 
k=O 

”‘ L and let f (x ) = 1:. a‘x' ’ (m드n) be a polyηornial with r real roots; then: (a) The 
k=O ‘ 

polyytomzal g (z) = E ιf (k) (x) has at least r dista ，α real roots 
k= O … 

(b) Jf f has 0η/y real roots , tkeη g has 0ηIy real simple roots 

PROOF (b). bm * 0 and m드n so deg(f) :=;deg(h); thus, 
F(x. t찌 1m 스스소上뜸L=bfi+b jmt + + b…ml = p(t) (‘) 

1x l →∞ a x 
”’ 

(See [1, Theorem 3.1J) and the real roots 01 p(t) are the slopes 01 the 

asymptotoes of the branches of F(x , y) = 0, If we assume that g has a root c 

of multiplicity 2:=; s, then F(x , y) 二o has s branches intersecting the y-axis 

and meeting at the point (1 , c) ‘ (See [1, Corollary 3,4]) From Theorem 1 

it follows that these s branches coincide as horizontal lines. Therefore, 
F(x , y)= O has asymptotes with zero slope, i.e. p(O) = O. On the other hand, il 
we put t = O ln (%), we get P(0) = bmml ln contradictlon to the conditions bm수O 

and 0드m. T his contradiction completes the prool 01 (b) 

PROOF (a) , Like in (b), (η holds, and also F(x , y) =0 has r branches which 

inte rsect the y-axis. Thus by Theorem 1. These r branches intersect the line 

.x= 1. If \'\.'e assurne that two or mQre of the above branches meet at a point 

(1, c). then like in (b) we get bm=O in contradiction to the assumption of 

the Theorem 

COROLLARY l. lf we choose , in Theoretμ 2 (b ) , aη E르o w hich is small eηough， 

I heη /or eì.Jery c/wice 01 0드'k드é ， k = O, 1, 2, "', n the polyηomial i (bk+%) f (k) (x) 
k=O 

has only real root5. T his result i5 sig…ficant η1 the light of [5J 

EXAMPLE l. The polynorr삐s h(x) = i; (1Îxk ~ (l + x) n and f(x) = x m (2:=;m드η) 
k=O \ ‘ / 

-satisfy the co떼tions 01 Theorem 2 (b) . So the polynon삐 g(x) = i; (1 Î f(k) (x) 
k=O \ι/ 

n ， 、 / 、 ’ 

=k존。('k)( 'k)k !x
m

-
K 

has only real si뼈 
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has only one multiple root at x = O. In this case we can check it in the­

following way. If we assume that g has a root c of multiplicity 2드5， then 

from [1, Corollary 3. 4] , it follows that c= O (note: 2:::;s:,,;'II) so g (O) = O but 

g(O) =따)m! *O 

T HEOREM 3. Let h“(x껴) = ￡ bιL녀x' b야e a poly.까:ynon’mι시"씨l 
k=O " 

m 
/(x) = 2:: a,x' (m=deg (f)드deg(h) = n) be a polynoffμal with r negati i.ie root s, s 

k=O ‘ 

þosit‘ve rools and U Toots at x=O. Then 

m 1.. ~ 1. __ k . J ~ 1. jc r ( .. ) (a) Each 0/ the polYllomials ,2::_ k! ai.x' alld ζ bkx'" / \"'(x) has at least r nega ~ 
k=O "=0 “ve d~‘ stinct roots, at leasl s posit ive distinct roots and exactly u roots at x = O 

m ‘ 
(b) 1/ / has only real roots, thell each 0/ the polynoll“ als 2:: k ’ aikx"and 

k=O 

￡ bzkf(k} (x) has ezac써 u roots at x=O and all 싸r other roots are real and 
k=O ’ 

si1llple. 

(c) 1/ in addition to the condition (b) αe assume /(0) :;:0, then there is such a 

” snzall e므 o that /or any choice 0/ 0:드'.드e k = O, 1, 2," ',1'l thecurve ,L _(bk+ t:)j )x‘ 
)j=0 

/ tkl (O)j tkl (y) = 0 has the same constr"ctii", as F(x, y.) = 0 

PROOF (b). / has only real r。이s. As in [ 1, Corollary 3,4] F(.x , y) = 0 has 

only branches which intersect the y-axis. Like in Theorem 2,’) holds. )f 
m k we aS5ume that F(x , 0) = ε k ! ai.x' has a root C*O of multiplicity 2드s’ ， 

R=O 

then it follows that F(x , y) = 0 has s' branches which intersect the y-ax is and 

meet at the point (ι， 이 , O*c. By T heorem 1, these s' branches coincide with 

the x-ax is i.e. p (O) = O. On the other hand, if we put t = O in (η ， we get 

p(이 =m! bm so bm=O. Since h bas only negat i 、 e r∞t5， b;>O for every k = O, 
1,2," ', R in particular bm> O. Therefore we obtain a contradiction . This com-

”“ pletes the proof of Theorem 3(b) related to ε μ a빠z‘. The pr∞f of The 
k=O 

orem 3 (b) related to ￡ b&강x성kf 야씨써l (xωx샤녕s s잉1ml빼11 
k=O .. 

PROOF (a) . Corresponding to every negat ive root of /, F(x , y) = 0 has a 

branch intersecting the negative part of the y-axis and the negalive part öf 

the x -axis. (See [ 1, Coro llary 3.6]). Like in the proof of Theorem 3 (b) , 
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no pair among these r branches intersects each other On the x -axis. Thus 

F (x . 이 has at least r distinct negative roots. ln the same way, we prove 

that F(.~. 0) has a t least s distinct pos itive roots. Also it is c1ear that P(x. 0) 

has exact ly" roots at x = O. This completes the proo[ o[ Theorem 3 (a) 

related to E k’ akbkZk ‘ The pro。 f of Theorem 3 (a) related t。 ￡ bk삼1 (k> (x ) ‘=0 k- O 
can be done in a similar way. 

'" k PROOF (c). The polynomia l ,1: _k! ai.x" has only real simple roots. There 
k=O 

[ore i[ we choose an ，~O which is small enough. then for every choice of 

”“ 0::;, k드.E k= 0.1.2 • ...• n the polynomial .1:_ k l a.(야÷상)x‘ has only real roots 
k= O 

'" w hose number is m. Applying Theorem 1 to I (y) and 1: k ’ ak (야+'k)X‘ com 
k=O 

plets the proof of (c) 

REMARK. [f in Theorem 3 h has only positive roots. then the results 
m 

rela ted to 1: k ’ a.b.x" still hold, but s and r exchange their roles. Moreover. 
k= O “ 

in case f' (0) 1=1 (0) = 0. (c) still holds. Thus Theorem 3 (a) and (b) generalize 

the second part of [3. Theorem 6. pp. 336-337] 

" , \. m .、 j

EXAMPLE 2. Let h(x) = (!+x)" = 1: (~)x’ and let I(x) = (l +x)"'= ε(~lx' 
*=0\~I k=O \ ‘ / 

m ι、/‘ 1 

(2 ::;m::;n). By Theorem 3 (b) the polynomial g(x) =ε (kkk! XI has onIy 
k=O \ / \ / 

‘ '" ，、 /λ t 

real simple roots. In fact. x'"g(x ‘ = ε (k)(k' )k! x'" ‘ = the polynomial in 
k=O 、 / 、 / 

Example 1 

COROLLARY 2. 1I (a.)ζ 。， ao*O or Qt* O is a 1m‘Itiplier sequence 0/ the second 

". 1 ( n \ 
kind. then the þolynomial g" (x) 그존。김그)!씨QkX" has Qnty 

eν'ery þosiliν'e mteger 11 

a PR∞F. h (x) =( l +x)"굉。야)와 has 0미y negahve roots a때n찌d 씨씨와 i싫 s a 

mu비j기…빼1 t 

and I(ω0이) 1=야o Or f'τ(ω0이) 1=εO.‘ By applying Theorem 3 (b에) to 1 and h, we get 

홍。 k!야)(k)a상=n' 후(있쉰I)!a.삼 
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