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ON CONVERGENCE OF (S,—ES,)/nV/r, 1<r<2, FOR
PAIRWISE INDEPENDENT RANDOM VARIABLES

BonG DAr CHOI AND S00 HAK SUNG

Let {X,} be a sequence of random variables and S, ﬁﬁ_, X;. Pyke and Root

(1968) proved that if {X,} is a sequence of independent, 1dentxcally distributed
random variables with E} X |"<ee, then(S,-ES,)/n'/"—0 a.s. and in LT, lS_rQ
2. Chatterji (1969) extended this resuli to the following form; if X, X,, -+ are
duminzltcd in distribution by a random variable X with F|X|r<eo for 1<r<2
then (5, E(\ LXL X)) /a0 acs. and in L7, Chow(1971) proved Cha-
tterji’s result for L-convergence under the weaker hyporhesis of uniform inte-
crability of the | X,|". For the case of r=1, Elton (198]) proved that if {X,}
is a martingale diiference sequence and identically distributed with X;&Llog L,
then S,/n—0 a.s.. Also he showed that if Xe L' with £(X)=:0 but

XeeL loglL, there exists an identically distributed martingale difference sequence
{X,} with X, having the same distribution as X such that S,/» diverges a.s..
Recently Etemadi (1981, 1983) has shovwn how the classical law of large numbers
for independent, identically distributed random variables can be extended in an
clementary fashion to the case where the random variables are pairwise independent,

identically distributed, i.e., il {X,} 18 a sequence of pairwise independent,
identically distributed random variables with E|X,|<{co, then (S,~ES,)/n—0 a.s.
In this paper, we study the convergence of normalized partial sums (S,~ES,)/
1 1< <2, for pairwise independent random variables (X,). Namely, we
prove that if (X,) are pairwise independent and are dominated in distribution
by a random variable X with E(|X|" LOG*IX")Z)<0‘ then (S,~ES,)/nt/"—(
a.s.. Under the wealker condition of F|X|"<(<e, we obtain that (S,~ES,)/al/”
<20 in L.
We will need the following lemma; sce Locve, page 124.
LEMMA 1. Let the random variables X, be orthogonal. ]f Iog*nE]X |2< oo,
then )_I. X, converges in L* and a.s..

THEOREM 2. Let {X;} be a sequence of pairwise indejcndent random variables
such that:

(@ 3 PAX =7
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(b) 33 EXL(X:] 287) fn1/70, and
(c) %logzi E(XAI(1X;|<GY7)) [i2/r<oo, where 1<r<o.
Then (S,~ES,)/nY/ "0 a.s..
Proof. Let X/=XI(1X;|<i"") and X' =X,I(1X,| 2i1/"). Then X{+X/’~
X;. Since E P(X;+X/) :}: P(|X;] =17y <e0, we know by the Borel-Cantelli

lemma that Z (Xi—X{) /270 a.s.. Because of pairwise independence of {X},

(X7} 1s also palrWlse independent, hencu {(X/ —E(X/)) /i) is orthogonal. Now
we can apply lemma 1 to the orthogonal sequence {(X;/—E(X/))/i'/"} to obtain

that Lﬁj‘ (Xi' —E(X{))/i'" converges a.s.. Thus by Kronecker lemma we see that
A\_:ij (Xi/—EX/)) /a0 a.s.. Therefore }_L‘_l, (X;—E(X,))/n1/—0 a.s..
In the identity

Se—s, S5 KB SRR

al/r nl/r nl/t ’

the first term on the right converges to 0 a.s. and the second term converges to
by (b). The theorem is thus completely proved.
Let L(logL)?={Xe L' E(]X|(log™|X])?) <cc}. We need the following lemma

to get our main result.

LemMmA 3. If P(|X;| =) <P(X|=0 for all non-negative real numbers t and
|X|"eL(logl)?2, then

i 27 log%E | X |*<eo for 1r<C2, where X/ =X I(}X;|<G1/7).

o

Proof. First we will estimate E| X/ |°.
oo 27
EIX/ =] PUXPPIAX] <ty eode= [ < 1 x,2<om ar
2/ 7 . 2, e
<[, pesixpas] resixma= [ pez xiaen
PV < X8 di= x o [ XPdp+-27PE< | X|D).
Ience we obtain that
S i logHE|X] |2 S it 1og2if L 1X|2dp
1 i1 (X <it’h
l—)_; log%P (i< | X]|r).
The proof will be completed by showing that the both terms on the right con-
verge. The convergence of series L}] log%iP(G<|X]") follows from the following

relation.
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\m‘ logtiP (i< IXV)::XO‘C“ log% SL PG<IXI"<j+1D)
~L PG<|XIP<itD) 3 1og~] K y_:, PG<|X|7<i+1)i log%
/AE(\AI (1Og*|X1’)2)

b1
since )_j log J({ logrdx < Ki log?’ for some K >0.

It remains to show that

ST log¥i | X | 2dp<leo.
1/
nXr<it’n

(5D

We can show this by the same previous argument as follows.

[e=3 n
o rZ/rlogzz'J
{

a1

X |2dp= >, 2/ og? L | X 12dp

X< fi-d< 1 X1 7<)

N g lnwz\ J“/’P(J*AL_ L X]7< )

izl

= 3 ‘P (i1 XP<de/r 32 ‘ ¥ (f)“z’/rl()gzl
C\ PG—-1= | X 1)ilogi

=C3X S P(i:\i [X|r<li+1)i log?
«CEUXI (og* | X[7)#) Lex,

Since the second inequality follows from the inequality
A (j)’g/"logzj:’-‘CJ‘. 2%  ogled < Ci72/ 74 log?i
KA z
where C is an unimportant constant which is allowed to change.
The following lemma is known result{1].

LemMMA 4. If PIX; >0 =P(|X
| X|rell, then

NV EIX ) <Ces Sor 1<l where X=X I X 2.

[

8 for all non-negative real numbers ¢ and

THEOREM 5. Let{X,) bz a sequence of pairwise independent random variables.
If POUX| 28 (P X| =0 for all non—negative real numbers t and
I1X|res L (logL)®, then (S,—ES,)/nt/"—( a.s. for 1<r<o.

Proof. Theorem is proved by showing that the conditions of the theorem 2 are

satisfied. The condition (a) follows from

P(IX |72i) < Y2 PO X|72i) < E|X|eo

The condition (l)) follows from lemmﬂ 4 and Kronecker lemma. The condition
(c) follows from lemma 2.

COROLLARY 6. If {X;} is a sequence of pairwise independent, identically
distributed random variables and | X{|"€L (logL)?, then (S,—nEX,)/nt/"—0 a.s.
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for 1<r<2.

REMARK 1. When r=1, Etemadi (1981, 1983) proved the Corollary under the
condition |X;| €L This Corollary might be true under the weaker condition
|X|€ L', but techniques for the cases of r=1 or i.i.d. do not seem to work.

REMARK 2. A similar technique to the one used above shows that, under the
weaker hypothesis of |X|rc Ll (S,—ES,)/nt/r —0 in L.
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