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A REPRESENTATION OF SUM )_
OF DEPENDENT BERNOULLI RANDOM VARIABLES AS SUM
OF INDEPENDENT RANDOM VARIABLES - -

By C.J. ParRk aND HAN Youne CHUNG

1. Introduction and summary
Consider a finite or infinite sequence of exchangeable Bernoulli random
variables, X;, X,, ---. Let Sn;zn:Xi, ~n>1, then the exchangeability of
i=1

(X, X, -++, X,,) implies that the probability distribution of Sm and the distribu-
tion of X; +X;,+ -+ Xim 1< <liglo++ip, for m=1,2,, <2 are identi-
cal. The dlstrlbutlon of the sum of exchangeable Bernoulli raxidom variables
explored by De Finetti [1930] plays an important role in. the Bayesian inference.
In this paper we consider a sum of exchangeable Bernoulli random variables

which has the followmg property "A sum S,= Z}X of random variables

X, Xz, -, 1s said to have an independent sum representation (ISR) property
if there exists a sequence of independent Bernoulli random variables Y3, Y, -+,
Y, such that the distribution of S, is the same as the distribution of
Yi+ Yot -4+ Y.

Thus when the sum of the exchangeable random variables has the ISR
property the limiting distribution of the sum may be readily obtained. The sum
of exchangeable Bernoulli random variables considered in the classical occupancy
problems, see Feller [19727, Harris and Park [19717, and Johnson and Kotz
[1977], has the ISR property. The sum of exchangeable Bernoulli random
variables considered in the. «urz model problems, see Park [19767], [1977] and
Johnson and Kotz [1977], also has the the ISR property

In this paper an attempt is made to characterize the sum of exchangeable
Bernoulli random variables that has the ISR property. We have utilized the
difference differential equation of the factorial moment generating function of
the sum of random variables.

2. Main results
Let Xy, X,, -+~ be a sequence of exchangeable Bernoulli random iza:iableg.
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Let Pp=P[X;+ X;+---+X,=k], then it can be shown that P, satxsﬁed
the following backward recurrence relation.

k+1

- n—k
(1) Pn lak”—T n’k+l+ Pmk ] 1’l>2

Let ¢,(¢) be the factonal moment generatmg (f m.g.) functlon deﬁned by
¢B(t) =b§) (1+t)kpml: ’

then ¢,(¢) satisfies the following difference differential equation
@ Gu-1(8) =60 (8) —ogp (1), n22. ..

THEOREM 1. If the sum of exchangeable randomvariables X,, X,. -, X,
for some n, has the ISR property, then the sum of X, X, -+, X, for m<m,
has the ISR property.

Py;oof If the sum S, =f'_".X ; has the ISR property, then the f.m. g. func-
tion gb,,(t) of S, can be written as ’
6. (8) = v(1+p,) 0<p;<1,

and we W111 prove that the sum S,—; has the ISR property by showing that
the f.m. g. function ¢, ,(¢) of S,-; can be written in the form

3 Ga-1(t) ="E (1+a;t), where 0<a;<1

In equation (2), let ¢,-1(¢)=0, then we have
@ 80/ =% In g () =2
For >0, clearly ¢,.(t)=_?r (1+#;£)>0, thus

G =F . < Bt

j=1

This means that ¢,-,(z) =0 cannot have positive roots. Clearly, zero is not
a root of ¢,-3(¢)=0. Thus all the real roots of ¢,-1(t)=0 must be negative.
On the other hand, for ¢<0, ¢,’(¢)/¢.(¢) has simple poles at every zero of
&, (¢) (including multiple zeroes) and the equation (4) implies that ¢,-(¢)
must have real zeros which are less than the largest zero of ¢,(t). This
proves that ¢,-;(¢) can be written in the form given by (3). Hence it follows
that the sum S,-, has the ISR property, and by induction S,, for m<n,
must have the ISR property.
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EXAMPLE. Consider an wrz which contains b black and r balls. We draw
m balls at random one at a time without replacement and let X;=1(0)
if the ith ball is a black (red) ball. Then the sum S, of random variable
Xy, Xo, -, X, has the ISR property for m<r+4b because ¢, +;(2)>=(1+1t)?
which say sthat the sum X;+ X,+---+ X;+, has ISR property. That is, using
Theorem 1, the f.m. g. function ¢,(¢) of the sum X;+ X5+---+ X, given by

s0=& ()3

() =T (1+a), 0<g;<1.

can be written

The equation (2) can be written as -
bu1(® = (1--LD)4. 0,
where D ¢,(t) =¢,’(z). From Theorem 1 it follows that if

6O =T (1+21), 0<p<L,

then the operator (lr—%D) preserves the ISR property in the sense th#t
z—1 ’

¢n-1(t) can be written ¢@,—,(2) =T (A+a;r), 0<a;<1.
i=

In the above exmple, let P,;=P[ X+ Xp+ -+ X,=F], and let: ¢a(tj=
§0(1+t) P, then the following forward difference differential equation
for ¢,(t) can be readily obtained

®) Guns O =(1+sa—t) 60 () — LD 4 1)

Note that, using the equation (5), the proof of the ISR property é¢annot be
easily provided. However, the following theorem asserts that the equations
(2) and (5) are equivalent. N
THEOR};M 2. Let X1, X5, X, be a sequence of exchangeable random wvari-
ables and let ¢,(t) denote the f.m. g. function of the sum (X1+X2+ -+X,),
then there exist constants A, and B, which are zndependent of t such that the
forward difference differential equation is given by :

(6) Gut1(8) = (1+A,2),(2) — Bt (t+1) ¢,/ (£), n>2.
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Proof. It can be easily shown that using (2) and (5), A, and B, can be
determined by the following. system of equations:

ﬂ.Au_" 7@3’ (O) ’ Bn=¢n' (0)
(n—1)¢,"(0) A,— (n—1) (" (0) + &, (0)) B,=¢,"’ (0)

This system of equations has a unique solution A, and B,, hence Theorem 2
follows.

REMARKS. 1. The hypergeometric example has the forward difference diff-
erential equation of the form of equation (6) Wlth A,=b/(r-+b—n) and

B,=1/(x+b—n).

2. Suppose the sum of Bernoulli random variables has the difference diff-
erential equation of the form (6) given in Theorem 2. It is not generally
true that the sequence of Bernoulli random variables is exchangeable.

3. Consider an uzrz which has & black and r red balls. We draw a ball
at random and replace it together with s balls of the same color. Repeat the
procedure » times and let X;=1 (0) if the ith ball drawn is a black (red)
ball. Then X;, X;, -*-, X, are exchangeable Bernoulli random variables and they
have the ISR property if s=—1 (Hypergeometric) and s=0 (Binomial). For
s>1, they do not, in general, enjoy the ISR property.

Now we consider an occupancy problem. Assum that m balls are randomly
distributed into N eqm—probable cells. X,,;=1 (0) if the i~th cell is empty
‘(occupied). Then for each m, X1, Xms2» "> Xmn are exchangeable Bernoulli
random variables. Let )

Qm k“"Pr[Xm 1+Xm 2+ +Xm N_kj and ¢m(t) =NZ—1(1'+t)ka k

then the forward dlfference dlﬁerentlal equatlon for ¢,(t) can be written
(7) ¢m+1(t) ¢M(t)_ ¢,,,’(t)

Notice that ¢,(z) is a polynomial in ¢ of degree N—1. Using the similar
argument used in the proof of Theorem 2, the following theorem can be
readily proved. See Harris and Park [19717. :

THEOREM 3. If the sum S,=X,n+Xpe+--++ Nn,n satisfies the ISR
property for some m, then X3+ X,o+--+X,n for n>m has the ISR
property. Notice that for the occupancy problem we have ¢,(t)=1+t)¥1,
which says that X1+ Xy,2+++-+Xy,n has the ISR property, thus for n>1,

Xn91+an2+ +XmN has the ISR praperty <
The backward difference differential equation for. qS,,,(t) can be be written
as
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t £2 5 -1 _
® ¢m(t)=(1+ N—1D+ (N__l)(N_z)D"i—"'-!-(—N,‘:T)‘!DN 1)115,,,+1(t).

From (7) we can say that the operator (1—~ ItVD) preserves the ISR pro-
N-1

perty, that is, if ¢,,(¢) can be written as 'ITI (A+p;2), 0<p;<1, then @u+1(t)
j=

N-1
can be also written as b (1+4ajt), 0<a;<1. In the same sense, can it be
1= .

said that the operator

2 t -
2 ... -1
(L w2+ D =P = P
preserves the ISR property? We leave this problem to the reader.
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