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The Optimal Design ef Digital Centreller for Deadbeat Performance.
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Abstract

This paper presents in some detail a discussion of the design of the digital control sy-
stem without nonlinear elements to exhibit deadbeat performance in response to step
inputs. The transfer function of digital controller is obtained by calculating the sequence
of inputs and outputs of the digital controller for deadbeat performance. Digital controll-
ers are designed for unity feedback multivariable systems by this method, which is well

adapted for obtaining a solution by a digital computer.

1. Introduction

In the previous decade, much effort has been
made toward the analytical design of the digital
control system which uses a digital computer as
controller’:%%4%, In particular, much attention
has been focused on the design of system with
deadbeat performance, by which is meant that
a system responds to a step input in the quick.
est manner without overshoot.

Z-transform method is used in the design of
the digital controller of digital control systems
with deadbeat performance®»®. This classical
method yields good solution for simple systems.
However, it presents severe limitations and diff-
iculties when applied to the design of high-order
and multivariable systems.

The state-transmission method is applied to
This state-

transmission method becomes more advantageous

the design of digital controller®,

than the classical Z-transform method in the
system design when nonlinearities are not disre-

garded. But it is not adequate to the design of
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multivariable systems.

In this paper, much effort is devoted to the-
analytical design of digital controller of multiv--
ariable systems without nonlinear elements whi--
ch can respond with deadbeat performance for
step input®. In order to analyze the response of’
the digital control systems which are taken for-
design examples, the digital computer simulation.
1s set up.

2. Design of the digital controller for-
deadbeat performance

We design the digital controller that allows.
digital control systems to respond in a deadbeat
Consider the
digital conirol system shown in the block diag-

manner to a vector step input.

ram of Fig. 1
This system is described by the linear vector
differential equations
X=FX+GU (1
Y=CX (2
where X 1s the nX1 state vector
U is the m X1 control vector
Y is the pXx1 output vector
The objective of this problem is to design D
(Z) to cause Y{#) to respond in a deadbeat ma--
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Fig. 1.

nner to a vector input r{#), in the case of zero
‘initial conditions.

The computation of D(Z) proceeds in two
parts. First, the sequence of the output of digital
.controller, e,(k) is computed to obtain the dead-
beat response of Y (¢) in a minimum number of
sampling periods. From the Y({#) response, the
.sequence of the input of digital controller, e,(&)
may be computed. Then, D(Z) is to be computed
:such that e:(%) is generated from e,(%).

Because of the zero-order hold, the discrete
:model for a given continuous system is given by
X{G;+DTI=A(T)XETY+B(T)e(kT)

&)
YRT)=CX(T) (4)
‘where
A(T)=exp(FT)

B(T):L’exp (FT)Gdt
and T is a sampling period. For simplicity, T

is omitted. Since X{0)=0, X (k) and Y(¥) may
.be computed as follows;

X (k)=§,‘A“"’Bez(l) (5)

!

Y (®) =:z:':c,4" " Be,(D) ®

Let N be the number of sampling intervals
-until deadbeat response is achieved. For a vector
‘step input of arbitrary amplitude, denoted rp, we
want e, to go to zero in the minimum number of
sampling periods. Thus,

ro=Y(N) =;T;:0A~+13ez ) @)

or, 1In matrix form,

Block diagram of digital control system

e.(0)
ez.(l) =re €)]
€, (N_ D

[CcAY'B CA"'ZB---CBJ(

In order to guarantee a deadbeat response, X
(N) must be zero. Since U(t) is constant in the
interval NT<t<(N+1 T and X(NT)=0, then
X (#) cannot change from N7 to (N-+1) 7. Thus,
U(N) will be the control required to effect the
step change in the output response.

U)=U(N)=e,(N) for NT<t ')
From the state equation
X(N)=FX(N)+Ge,(N) (10)

Equating X(N)=0 and substituting Eq. (5) into
Eq. (10), we obtain

P[4 Be,) | +Ge,(N)=0 an
From Eq. (1D

N-1
!}:;FA”““Bez(l) +Ge(N)=0 (12)

and in matrix form, Eq. (12) may be written as
e:(0)

(FAY'B FAN—ZB"'FBGJ{Ez.(]) =0 (13
Lez:(N)

Egs. (8) and (13) may be combined as Eq. (14)

to form the system equations that must be solved
to determine the sequence of e,

€e: (O)

e(1) =] (149
Je =5

€2 (N)

[CA""B CAY*B--CB O
FAN-'B FA":B---FB G

Let

CAYIB CAY*B--CB 0)
FA"-'B FA'-:B..FB G|
then, from Eq. (14),

=8 (15)
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‘The sequence of e. is obtained from the solution
of Eq. (16). Let us denote that solution in the
following way;

e, (D=P()r, 1=0,1,---N an
Matrice P()(!=0,1,---N) can be obtained in the
course of computation as shown in the following
section.

Then, let us consider computation of the e
sequence. From the error equation, we have that

e (k) =r,—Y{k) (18)
From Eq. (6),

e (B) =ro—§cm-t-13ez<z> 19)

Substituting Eq. (17) into Eq. (19) and manipul-
ating it, we obtain

e =[1-3c4-BP(D)] ro 20)
1=0
Finally, D(Z) may be computed as follows;
Taking the Z-transform of the e;(k) sequence,
we get
EZy=3 et Z @n

“The infinite series due to the Z-transform of
.e,(k) is terminated at N—1, since the coefficie-
nts e, (k) for 2>N--1 are identically zero. Thus,

N-1 k-1
EI(Z)=lZZ"‘[l—Z}CA“HBP(l)] }ro (22)
A=0 1=0
The Z-transform of e,(k) sequence is
EZ)=F et 2 23)

Since the input to the system is constant after
N -1 sampling periods, we have
e,(k)=P(N)r, for k>N (24
Thus,

B.2)=[ ?;P(k)Z“U,- PN 27 Jre @5
Qr,
N-1 / Z-N .
Ex(Z)=[ ZPWZ PNy ger | 1o (29)

Since E;(Z)=D(Z) E.(Z),from Eqgs.(22) and(26)
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N-1 : Z-N )
[ZZ'*P{k) +P(N) ‘T:Z—r] re=D(Z)
K=0

[($z (1-% {car--BP e @

Since Eq. (27) must hold for arbitrary r, we
obtain the result as follows;

D(Z):[lz:z-m(k) +P(N) l—fzh—r]

[::222-& (1—’%: {ca--BP) )}]1 (28)

3. Design examples

Based upon the technique developed above, the
design of the digital controller of linear digital
control systems can be carried out systematically
in four major steps, which are summarized as
follows;

(1) Compute the transition matrix 4 and input

transition matrix B.

(i1) Determine the minimum number of sampl-

ing periods, N, by the inspection of Eq.(14)
(iii) Compute the matrix 8 of Eq. (13) and
determine P () (I=0,1,---N) from the ma-
trix S,

(iv) Determine the transfer function of the
desired digital controller by use of Eq. (28)

Two steps among them, i.g., (i) and (i11) are

| START |
J
subroutine | read subroutine
DDBT | | | data | | |METEXP
. U !
compute [ call compute |
S-1, P(l) | MATEXP | | 4B l
g N y
f print i ( call print ‘k
| results ~l DDBT results
. e -
i RETURN “ STOP i

RETURNi

Fig. 2. The simplified flow chart for design of
deadbeat controller
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carried out by use of digital computer. The sim-
plified flow chart is shown in Fig. 2. The design
procedure as outlined above is best illustrated by
the following numerical examples.
3.1 Single input-single output system
secondorder system: n=2, m=p=1

Consider a system shown in Fig. 3. The sam-
pling period is assumed to be 1 sec. The transfer
function of the control process is

1
G =3m+D

The performance specifications are that (1)
the system response to step input is to have no
ripple and zero error in the steady state, and{(2)
the transient component must decay to zero in
the shortest possible time. Design a digital contr-
oller to meet these requirements.
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Fig. 3. Digital Control System

The state equation of the process can be expre-
ssed as follows;

o) G
Z; 10z 0
The output equation is given by

y=(0 u[ x] (30)

u 9

z;
Thus, matrices F,G, and C are given as
F=[_1 0} G:[ 1] €=00 1]
10 0
An inspection of Eq. (14) reveals that N=2.
The state transition matrix 4 and the input
transition matrix B are calculated for the case
T=1 sec by use of digital computer.
A:[O' 36788 01 32{0.63212]
0.63212 1 0. 36788
Other matrices needed are also calculated. Thus,
Eq. (16) becomes
e:(0) 1.582 —1,243 —1.582 7o
e, (1) ]:[ —0.582 0.243 0.582 ] [ O] 31
e,(2) 0 0 0 0
From Egs. (17) and (31), we obtain
P(0)=1.582, P(1)=-—0.582, P(2)=0.0

BFEEQI 298 5 38 19804 37

Therefore, the digital transfer function is obt-
ained from Eq. (28) as follows;

_ 1.582—0.582Z-!
D)= 1+0.418Z 1

(32)

3.2 Multiple input-maltiple output system
fourth-order system; n=4, m=p=2
Consider a multiple input-multiple output proc-

ess characterized by the transfer matrix

[_L_ 1
sy S+2 T5+3
_t 11
S¥1I S |

Design a digital controller so that the process
may respond with deadbeat performance,

The state equaticn of the process can be expr-
essed as follows;

2 -2 0 00%(x:, (10
Zei_| 0—1 00| |z + 10 [u; (33)
I3 0 0—30]|x; 01’ u,
y‘nJ OOOO,Lx. 01)
The output equation is
I
[yx]z{l 01 0] 23 (34)
y:) (0101 z3
Ty

Thus, matrices F,G, and C are obtained as

-2 0 00 10

Fo| 0-1 00 o |10 CS[IOIO]‘
0 0-30 01 0101
0 0 00 01

Matrices A and B are obtained for the sampl-
ing pertod T=1 sec by use digital computer.

0.13533 © 0 0 0.43233 ©
A= 0 0.36788 0 0|p_|0.93212 © ]
0 0 0.04978 0 0 0.31674|
0 0 0 1 0 1 J

Because the system has two inputs and two
outputs, it follows that N=4 from Eq. (14). He-
nce, Eq. (14) takes on the form

0.05851 0.01577 0.43233 0.31674 0.0 0.0]

0.23254 1.0 0.63212 1.0 0.0 0.0
—(0.11702 0.0  ~—0.86467 0.0 1.0 0.0
—0.23254 0.0 —0.63212 0.0 1.0 0.0

l 0.0 ~—0.0473 0.0 —0.95021 0.0 1.0

0.0 0.0 0.0 0.0 0.0 1.0
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921(0) ro1
€:2(0) To2
en(1) = 0 (35)
e2:(1) 0
e:1(2) 0
€2:(2) 0

The matrices P(l) may be obtained upon inve-
rting the coefficient matrix of Eq. (35). Thus,

€,:(0) 3.6592 0.0 6.8029 —6.8029
e22(0) —2.1048 1.0524-—1.0524 1.0524
e, (1) _ 1.8178 0.0 —0.9205 0.9206
e,,(1) 0.1048 —0.0524 0.0524 0.0524
e,,(2) 2.0 0.0 1.0 0.0
e,:(2) 0.0 0.0 0.0 0.0
1.2197 —1.2197 ro1
0.4059 —0.4059 7oz
0.6059 —0. 6059 0 (36)
—1.0726 1.0726 0]
0.6667 —0.6667 J 0
0.0 1.0 0
Now,
3.6592 0.0 1.8178 0.0
| —2.1048 1.05624 0.1048 —0.0524
2.0 0.0
P(2)=
0.0 0.0

Finally, the digital transfer function can be
obtained by substitution of the numerical values
of the corresponding matrices into Eq. (28) ; that
is

[du dlz]
D(Z)= dn d 37
where

d = 3:6592—2.0331Z~1+0. 2787Z
" 1—0.9677Z '—0.0323Z ¢

1.2196Z°'—0.6137Z-*

412="7_0.9677Z1—0. 032327
=2 10480, 43427710, 01642
2= 110, 00232 10, 07382 ¢
. 1:05240. 66467140, 030522
22—

140.0323Z2°1—0.0738Z 2

4. Digital computer simulation of
digital control systems

In order to analyze the deadbeat response of
the digital control systems described in the last
section for the step input, it is desired to set up
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the digital computer simulation. The computat-
ion of the response of continuous-time part bet-
ween sampling periods can be carried out by the
utilization of numerical integration techniques.
The integration routine used in the digital com-
puter simulation is the variable stepsize Runge-
Kutta-Merson algorithm®. The linear recursion
equation of the digital controller is simulated by
use of the transfer function obtained in the pre-
vious section. A general flow chart for the
simulation is shown in Fig. 4.

The output response to a unit-step input of the
in the
which
shows that the system response reaches steady

simple system taken for design example
previous section is plotted in Fig. (5},
state and settles to zero error in two sampling
periods without overshoot. The process input,
u(t) becomes zero in two sampling period, bec-
ause the given control process contains a free
integrator.

Fig. (6) also shows the output response of the
multivariable system to two unit-step inputs.One
of two process inputs, u,(t) reaches to zero in
two sampling periods because of a free integrator
involved in the control process.

Fig. 4. A general flow chart for computer sim-

ulation
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Fig. 5. Step-function response of the simple sy-

stem of section 3.1

PFig. 6. Step-function response of the multivar-

iable system of section 3.2

5. Conclusions

This paper presents in some detail a2 discussion
of the design of the digital control system to
exhibit deadbeat performance in response to step
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inputs. The transfer function of digital controller
is obtained by calculating the sequence of inputs-
and outputs of the digital controller for deadb--
eat performance. This design procedure is well
adapted for obtaining a solution by a digital
computer.

In this paper, digital controllers are designed
for unity feedback system. However, this method
may be used for nonunity feedback system.This
design technique gives good results, in particular,
in multivariable systems without nonlinear ele-
ments. This method requires further studies for
system with nonlinear elements.
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