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Design of A User Microprogrammable Computer
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(Jung Wan Cho, Nam Sung Woo)

Abstrakt

It has been expected that the 4th generation computers will be characterized for their problem
adaptability. There are few techniques of implementing such a characteristic. One of the techni-
«ues that one have considercd in this paper the user microprogrammable computer architecture.
There are two different computer architectures that support user microprogramming. One uses the
writeable control storage and another uses the main memory.

The concept of utilizing writeable conirol storage for microprogramming was developed in
1950’s and since then the most of the user microprogrammable computers produced belong to such
category. The concept of utilizing the main memory for user microprogramming was first intro-
duced by Thomas in 1973. This architecture has a strong advantage in the aspect of the system
cost.

In this paper, we have developed a uscr microprogrammable computer. The computer utilizes
the main memory for user microprograms. It employs a 32 bit micro-instructicn word in the form
of the little encoded. The performance of the developed machine will be evaluated in the hard-

ware cost, programming easiness. and the running time.

is becausc the instruction scts of the most of
1. Introduction the computers manufactured before the mid 1960°s

During the last decade, significant progress in were not required to be powerful and therefore

the cost of microprogrammed control secticn is

the computer hardware development technolgy
greater than that of the control section imple-

has been wittnessed. Among the various arcas of
the technology, the architectural enhancement mented by the random logic [31.
resulted in more flexible and more powerful Microprogrammed computers can be classificd
into two classes. One is the group of host

machines which are microprogrammed to the

computers. Such architectural improvements was

possible due to indirectly the improvement of

the semiconductor processing techniques and due equivalent target machines and another is the

directly to the ufilization of the large scale host machines which can be microprogrammed
integration (LSI) memory and random logic, and to implement different target machines. The
to the adoption of microgram. term equivalent target machine, in the above, is
Concept of microprogram [1,2] was first deve- used in the scnse of a group of machines which
loped in the early 1950°s However its use in the have the processing elements that look alike to
control sections of the commercially produced the aoolication programmer. One of the typical
computers was delayed until the mid 1960’s. This example of the former class of machines is the
various models of IBM System/360 [4,5]). The
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microprogrammable or dynamically micropro-
grammable computers. Some of the examples of
such microprogrammable computers are QM-I
(6], META 4 (73, MLP 900 (8], and EMMY
{91

In this paper we propose a user microprogram-
CRIMM (Control Resides In
Memory), that is being designed and implemented
in Korea Advanced Institute of Scicnce.

mable computer,

2. User Microprogrammable Computer
Architecture

User microprogrammable computer architecture
can he characterized as an architecture that
allows the user to customize the computer for
the best possible way for his application. There-
fore it must provide the user the user the facili-
ties of defining his targct machine architecture
including the instruction set. When a host machine
provide complete freedom to every user such
facilities to emulate every possible target machine
it is called an universal host [9], Design of a
virtually universal host machine is a very diffi-
cult task because the performance of the target
machine being emulated is decided by the scope
and width of the data paths and the execution
units. For instance, if a user wants to emulate a
32-bit target machine in a host machine that
has an 8-bit adder, the performance of the em-
ulated target machine will be poor when it is
compared to an ordinary 32-bit machine. There-
fore in designing a host machine a compromise
muss be made between the hardware cost and the
performances of the emulated target machines.

Onc of the factors to be considered in designing
a user microproprogrammable host machine is
whether the host machine shall have instruction
set or not. When the host machine does not have
any machine instructions, each user must generate
his own instruction set via microprogramming.
In the macbines which have aninstruction set a
class of applications are defined for the host so
that the intersection of the requirements of every

application is microprogrammed in advance. Th-
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erefore in such systems, duplicate efforts can be
avoided. The instructions in the intersection are
called the base -machine instruction set, DBase
machine instruction set, therefore, must include
such instructions as load, store, simple arithmetic,
branch instructions. What each user has to do
is microprogram his own special functions to
compensate the base machine instruction set. In
this paper, we shall only consider the later type
of architecture further.

It is apparent that in order to support user
microprograms, host machine must have some
form of user microprogram storage. Such storage
clement must also provide dynamic read/write as
the conventional main memory does. Depending
on the position of the user microprogram storage,
user microprogrammable organizations can be
Ooe is the
organization that empleys thc writeble control

classified into two different classes.

storage(CS), and anothor is lhat cmploys the
main memory(MM) for user microprogram. The
later class of machines can further be grouped
into three different types [10].

Type I machine organization is shown in Fig.
1. In this organizalion, CS contains the base
machine control informations and MM contains
the user’s program as well as the user’s microp-
rogram. Therfore, CS needs not to be dynamically
writcble. Type II machine organization is shown
in Fig. 2. In this type of machines, CS and MM
are both in the same address space therefore,
they use the same addressing logic, In a typical
Type II machine organization, memory is orga-
nized in such a way that the lower address spaces
are assigned to the CS and the higher address
spaces are assigned to the user microprogram and
the user program. In this organization, since MM
and CS are in the same dynamically writeable
memory space, basc machine protection is one of
the important problem. Type III machine organi-
zationsis shown in Fig. 3. In this type of mach-
ines, MM and CS are in the separate dynamically
wrileable storage. In a typical Type III machine

organization, the CS c¢ycle time is faster than
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the MM so that the user microprogram in the
MM is loaded into the cache, which is the same
address space as CS, and executed out of cache.
MM contains the user’s program and uscr’s
microprogram. When the desired microprogram
is in the cache, the performance of the Type II1
machine organization is identical to the Type 11
machine organization. However, the performance
.of the Type IIl machine organization depcnds on
the buffering algorithm and the actual iob being

cexecuted.

3. User Microprogrammable Computer-
CRIMM

In this paper, a user microprogrammable com-
puter, CRIMM, that employs the MM for user’s
microprogram is designed and constructed. CRIMM
is a 16-bit general purpose minicomputer designed
integrated(SSI) and
scalc integrated(MSl) circuits. The central proce-
threc 16-

with small scale medium
ssing unit(CPU) is constructed around
bit data buses-input bus 1, input bus 2, and out-
and 12

16-bit general purpose register file that includes

put bus-, a 16-bit parallel adder/shifter,

~

4 accumulators, 3 special purpose registers, and
3 input/output buffers. The organization of CRI-
MM is shown in Fig. 4.

4, all the data transfers are made

As can be seen in Fig.
through the
arithmetic and logical(ALU) no motter which
register the data originates. In other words, data

stransfer must occur in input bus 1-ALU-output
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Fig. 4. Organization of CRIMM.

bus or, alternatively, input bus 2-ALU-output
bus.

Special Purpose Registers

There arc three special purposc registers -R1,
R2, and R3 -in the genral purposc register file,
These registers arc transparent to the ordinary
machine language programmers. They exist only
for user micropramming support. Concatenation
of R and R2 contains the user’s micro-instruction
fctched from user’s microprogram that resides in
the MM. Therfore, in order to cxceute the user’s
microprogram {micro-instruction), the
storage data regiter(CSDR) must be loaded with
the information contained in the concatenation
of R1 and R2. R3 is the validity counter register

that contains the number of user defined instru-

control

ctions, i.e. the number of user's microreutines.
The purpose of R3, thercfore, is to checi the
vaidity of user’s operation code used in his pro-
gram.

Base Machine Instruction Set

Base machine instruction is I-address tvpe and
the instruction word length 16-bit. The control

scpucnce for all the operation codes in the base
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machine instruction sct are microprogrammed

and slored in the CS.

A. Memory Reference Instruction

Various memory addressing methods such as
indexing, direct addressing, reflerence instructions.
Especially, unlimited number of levels of levels
of indirect addressing is permitted. The memory
reference instruction group consists of load, store,
simple arithmetic and logical operations to the
memory contents and branch operations. The
memory erference instruction format is shown is

shown in Fig. 5.

B. Arithmelic and Logical Instruction

The arithmetic and logical instructions are
register type instructions. The instruction speci-
{ies the source and destination accumulators.
There arc two optional fields in the instruction
word. Skip field specifies the test and skip con-
diticns for the ALU operation result. The test
can be specified to the result of the ALU ope-
Load/No Load field specifies
ALU operation is to

ration or to carry.
whether the result of the
be loaded or not to the destination register. Inst-
ruciions in this group consists of simple ALU
operations such as the arithmetic, logical, rotat-
ing and swap byte operations. The format of the
arithmetic and logical instructions is shown in
Fig. .

C. Immediate Addressing Instruction

Instructions in this group consist of load and
add. Load instructions are to he used to load the
accamulator with the immediate data specified
in the operand field. Add instructions arc to be
used to edd the immediate daty specified in the
operand ficld to the accumulator leaving the
resulc in the accumumulator. The formar of the
immediate addressing instructions is shown in
Fig. 7

D. Input/Output Instruction

Input/output (I/0) instructions are divided into
two catcgories. One is a set of strict 170 inst-
ructions and another is a sct of special CPU
instructions. I/O instructions consist of the con-
trol of asynchrounous I/O control flip flops,

namely busy and done flip flops, and their test
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as well as the programmed data transfer type of
CPU inst-

ructions include the interrupt associated instruct-

[/0 data move and 170 skip. Special

ions, halt, control pannel switch read. The feimat

of I/0 instructions is shown in Fig. 8.

| f
} 1 ( Op-code
|

Fig. 5. Memory reference instruction format.
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[

index
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ACS ! AcD | Load/No | J
| !

Fig. 6. Arithmetic and logical instruction format.

‘Q___ 34 7 8 9 15
i
r 0111 ’ Op-code

1

+ /- J Operand ‘

Fig. 7. Immediate addressing instruction format,

Q 23 78 9 10 15
{
‘ Acc. ' Device Code

’ 000 ‘ Op-code

Fig. 8. 1/0 instruction format.

Micro-lnstruction

CRIMM cmploys a poly-phase, encoded hori-
zontal type micro-instruction. The length of the
micro-instruction is 32-bit. Therfore, user’s micro-
instructions must be stored in a pair of adiacent
MM locations. The format of micro-instruction
is shown in Fig. 9. As shown in Fig. 9. input
bus I, input bus 2 and output bus fields arc en-

coded so that when a pair of input and output

Q 34 657 15 16 19 20 28 29 31
{ . . I . . —
! input ‘ input | function field | output | special field skip |
J bus 1 i bus 2 } us field !
] P I R i i
Fig. 8. Micro-instruction format of CRIMATL

buses are activated a register to register data
path is opened for a registef to register load or
ALU operation when one of the ALU
function is also activated field.
The [unction ficld is a horizontal format so that

for an
in the function

one of nine direct control signal emanates to one
of the control points of the ALU. It may be
possible to reduce the micro-instruction
length to 27 bits by encoding the function field
CRIMM cannot

word

using only 4 bits. However,
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afford extra time penalty to decode the function
The
signals for
MM read/write, I;0, and status checks.

Since CRIMM uscd high speed bipolar semicon-
ductor memory for MM, read operand from MM,

execution and storage of the result to the MM

field tc generate the ALU control signals.

special field generates the control

can be done in one micro-instruction cycle. Thus,
operand read must be issued early in the micro-
instruction cycle, i.c. we cannot afford delay for
ecoding to generate the MM read sigdal. In case
of I/0, since 1/0 operation is inherently slow,
device code musn be seat out to the device con-
troller as soon as possible. Therfore separate
bits, one bit each, are assigned to the MM read
and to discriminate the I/0 instructions from the
rest of the instructinos. The purpose of the skip
field is micro-instruction sequencing. It generates
necessary control signals for the conditional as
well as unconditional micro-instruction cranching.
Conditioral brancl: operations deal with the han-
dling of the indirect addressing and the non-base
machine eperation code. Unconditional branch
operations deal with the transfer to the specified

addresses such as the fetch routine address.

| — J

— 75 —
Timing

is 20 MHz ard micro-
The

Master clock frequency

drogram controlutilizes 12 clock phases.
timing diagram is shown in Fig. 10.

Board Organization

Basic CRIMM consists of 11 66-pin boards and
a front and back control panncls. Fig. il shows
the board organization. The back control pannel
along with the control board

back pannel are

needed to load the micro-routines Lasge

for the
machine operation codes into the CS.
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Fig. 10. Timing diagram of CRIMM

Back Control Pannel

Fig. 11. Board organization of ZCRIMMIL

4. Conclusion

A general purpose minicomputer  that provides
the facility for dynamic vier microprogramming
iin the MM has been

designed and  constructed.

Such a system facilitates adcitional {lexibility
and power to computers whaose control scction is
either hardwired or micrograrmmed.

The proposcd computer must further Dbe im-
proved in both architectectural and organizatioral
Therce

investigaed. First, the width of data patlis must

levels. are scveral specific arcas  to be

be studied in order to facilitate both  scientific
and business applications. Sceond, base machine
instruction set must be optimized. Third, addres-
sing scheme, especially variable length operand
Fouth, ad-
vanced I/0 capabilities must be integrated. Fifth,

addressing scheme, must be studied.
micro-instruction format must be studiede furthee
to incorporatec more sophistied micro-instruction
sequencing schemes. Lastly, present wired boards

must be transformed to printed circuit boards in

(75)



order to improve the performance and reliability

of the computer.

References

(13 I.W. Cho,
Units,” KIEE Review, Veol. 3,
~17.

721 Y.]. sSong, "Computer Design and Micro-

“Microprogramming for Control
No. 1, pp. 12

programming,” KIEE Review, Vol. 3, No. 1,
pp. 18~24.

73) S. Husson, Microprogramming Principles and
Practices, Englewood Cliffs, M.]J., Prentice-
Hall, 1970.

4] W.Y. Stevens, “The Structure of System/
360: Part 1-System Implementations,” IBM
Systems Joumal, Vol. 3, No. 2, 1964, pp. 136
~142.

5} S.G. Tucker,
System/360," IBM Systems Journal, Vol. 6,

“Microprogram Control fer

ERPEG H26% 14 1977 17

No. 4, 1967, pp. 222~241.

[6] Nanodata Coration, QMI Hardware Level
User’s Manual, 1972.

(7] Digital Scientific Corporation, META 4 Co-
mputer System Microprogramming Reference
Manual, June, 1872.

(8] HW. Lawson, Jr. and B.K. Smith,
tional Characticnal Characteristics of A Mul-
tilingual Processor,” IEEE Trans. on Com-
puters, Vol. C-20, No. 7, July, 1971, pp. 732
~742,

(93 M.J. Flynn, C. Neuhauser and R.M. Mc
Clure, “EMMY-An Emulation System for
User Microprogramming”, Proc. of 1975 NCC,
Vol. 44, 1975, pp. 85~89.

[10] R.T. Thomas, “Main Memory for User Mi-
croprogram Residence An Analysis,” Proc. of
6th Annual Workshcp on Microprogramming,
Sept. 1973, pp. 13~20.

“Func-

(76)



