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1. Introduction

The techniques about the analysis of variance for quantitative variables
have been well-developed. But when the variable is categorical, we must switch
to a completely different set of varied techniques. R.]. Light and B.H. Mar-
golin [17] presented one kind of techniques for categorical data in their paper,
where there are G unordered experimertal groups and I unordered response
categories.

Assume that there are 7 respenses Xj, - - -, X,. Each X; is the name of one of
I possible categories.

Definition; The variation for categorical responses X;, ---, X, is

»21723;122«1;;2=2—1anLZ,-:1du

where d;;=1 if X; and X; name different categories.
=0 if X; and X; name the same category.

For n responses, each in one and only one of I possible categories, the data
can be summarized with a vector @ of category counts &= (u;, - - -, n;), where
n; is the number of responses in the ith category, i=1, ---, I, so that 355 #;
=n. The variation of these responses is:

2%[2 i = —21;[712 — Xl
To further motivate this definition of variation, we need the following
known lemmas [1]:

LEMMA 1. The variation of n categorical responses is minimized if and
only if they all belong to the same category.

LEMMA 2. The variation of n responses, where n=IS+L, 0<L<I, is
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maximized for any vector @ of category counts such that L counts equal S+1,
and I—L counts equal S.

This note is a extension of one of the technique to a two-way table, where
there are I unordered response categories, J unordered experimental levels

crossed by another K unordered experimental levels, with unequal size of ob-
servations in each of JK cells. For terminology and notation, we follow [1].

2. The model and variation components

We construct the two-way table where there are I unordered response
«categories, J unordered experimental levels crossed by another K unordered
-experimental levels with an unequal size of observations in each JK cells.
Each response is in one and only one of the [ categories. Denote the number
of reponses in category i, jth level (of the second index), kth level (of the
third index)by ;.

We assume that responses in different cells are stochastically independent,

and that each cell's responses (myjz, n2js - -, nrj;) obey a multinomial law:

where T Lipiip=1, pip>0, i=1,---,1, j=1,---,J, and =1, ---, K
If we let
V= (ny11, fi211, * * *» #0101, Bazis R221, *~ "5 121 75 RUJ1 Badis * 7 s BIgY, Mans, Mags, - - .,

nrig, * "> MJK> B2JKs °° .1nIJK)’

then
E(V) =Y = (nupun 2 upa, ", mniprn, * -, n. jiprn
T par s M Py RaePus nazbas, t v, R Pria,
“ R IRPLIK MIRD2jb © MIKPLIK)
Cov(V)=Z=Z2,DZnD- - -DZ/DZ\;DZo®- - -DZ ;D
- DZig+ - -DZyk

where
P1ie(l—p1js)  —Drisdajn o —PrjePrj
peie(l—poie) - - - —bojiPrji
Z FE =M 5k ‘

- o praQl=prp J
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and @ denotes the direct sum operation (see[2]).
With the two-way table introduced as our model we define the following
variations:

The total variation in the response variable (T'SS) is
TS8S=n/2—3 ;. 2/2n;
the within-2nd index level variation (WSS,) is
WSS1=2 1 (n.;. /2200 ni5.2 20 5.);
the between-2nd index level variation (BSS,) is
BSS§;=TS8S— WSSy;
the within-3rd index level variation (WSS,) is
W8S, =251(n..2/2— 3 emi 2/ 2n.4);
the between—3rd index level variation (BSS,) is
BSS;=TS8S— WSS,;
the within-cell variation (WSS;) is
WSS:=3 53 ja/2— a2/ 20 ) 5
the between-cell variation (BSS;) is

BSS;=T8S5— WSSs;

‘where
n, jk:ZiI:l”ijb ni.k:Z}'I=l”ijlu nij.= 2K ks
ni.= Z}'Iﬂzﬁlnijb nj.— Z!::Zf:mijk,
n--kzzi':lzfrmijb n— ZsLIZ}'IﬂZ::(:I”ijk

3. Definitions

DEeFINITION 1. The interaction between the 2nd index level and the 3rd
‘index level is defined as I=ESS;—ESS;—BSS..

DEFINITION 2. Q is the space where I=0.

DEFINITION 3. p; is the probability of an element belonging to ith category.
2ij. is the probability of an element belonging to ith category and jth level,
xegardless of the 3rd index level. p;; is the probability of an element be-
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longing to ith category and kth level, regardless of the 2nd index level.

DEFINITION 4. The hypothesis Hy is p;;.=p; for all j. The hypothesis Hj
is p;3=p; for all & The hypothesis H; is p;j;=p; for all 7 and &

4. Testing of the hypothesis

THEOREM 4-1. (a) Under the hypothesis H,,
(n—1)(J—1)BSS,/TSS
is asymptotically approximated as y*-1-1-
(&) Under the hypothesis H,

(n—1) (I—1)BSS,/TSS
is asymptotically approzimated as ¥ -1y k-1-

Proof. The above facts can be proved as in the case of one-way table (see
[1]). To prove (a), since there are I categories and J levels the degree of
freedom is (J—1) (J—1). (b) can be proved in the similar way.

THEOREM 4-2. With large n jy=n jn 4/n for all j, k, BSS, and BSS, are
asymptotically independent under the hypothesis H;.

Proof. With large 7., V is asymptically multivariate normal, ie., V~
N(Y,Z). Under the hypothetis H3, Z can be reduced as

Zzzu@zﬂ@‘ : ’@ij@' N '@ZJK,

where
51(1—p1) —p1P2 R —hbr
1 ba(1—pp) - - - —p2br
ij =Nk . *
2r(1—p1)
Let

T=—(U;rQI)) /20, A=ZxRI15, A'=XxQI;;,

Wi=—5 GI®.L 1@ 11,

n,,-

B=I:((Y;QI), B =I:Q(Y,1I),
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and
W=—2X(1l o~ 1 -~
2 ) (n“1 I® o Ii®D---® prape Ip),

where U, is a 7Xr matrix of ones, I, is a X7 indentity matrix, X, is a 1.
Xr matrix of ones, and Y, is a #X1 matrix of ones.
Then

TSS=—%+ V'TV, WSSI=%+A' VWAV,
WSSZ=%+ V'BW,B'V, BSS,=V'(T—AW,A4)V,
BSS,=V'(T—-BW,B")V.

Now to prove that BSS; and BSS; are independent, it suffices to show that:

(T-AW,A"YZ(T—-BW,B’)=0

(see[3D).
r—_ 1, SR N S
AW, A=~ U G LO 1@ - ©-1)],
BW.B'= (U@, L-I®WU,R, -1 - &WU,;L-I),
(T—AW,A)Z(T—BW,B') =Y x® (exy),
X=1,2,---,1J, and Y=1,2, ---, JK.
Here
— g o=y
Jp,'(l po) (e ) if 5=,
exXy— 2
lmy(” st _p) if § £,
s
where
. — X“‘l ’__ _ Y"‘l_
s=X-10-2717, F=Y—I[-=72],

X-1
s=[- XA ]+1~J[ 1 ] e=[ XL 1+

2 -
Since 7. j,=n jn../n for all j, j,%-%i=n, ile, exy=0 for all X, Y.
o Sul¥asl



26 Han-Yong Chung
“Therefore, BSS; and BSS; are asymptotically independent.

THEOREMA-3. Witk large n_j;, in the space Q, and under the hypotheses
.Hl, Hg, and H3,

(n—1)(I—1)BSS;/TSS
is approximated as Y2-1) J-1+K-1.
Proof. If I=0, then BSS;=BSS;+BSS;. Hence,

(»~1)(UI—-1)BSS; _ (n—1) U—1)BSS;+(n—1) (/I—~1)BSS,
TSS TSS

With’ large 7_j, and under the hypotheses Hy and H;, the distributions of

(71_1) g,IS—S]')BSSI and _(71—‘1) é.,l"g_sl) BSS2 are approximated as x2(1_1) J-1

and y?(-1 -1 respectively. With large 7 j, and under the hypothesis Hs,
BSS,-and BSS; are asymptotically independent. So (n—1)(/—1)BSSs/TSS is

approximated as ¥’¢-1)w-1:K-D.
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