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1, Introduction and summary

1t is valuable to study the properties of a test for goodness of fit. The oldest and widely known
goodness of fit test is chi-square test for. goodness of fit .which was introduced by Pearson.. In this
paper we shall study the properties of the Cramér-von Mises test.

Let Xj, Xa, vseeee ,Xa be a random sample of n observations from some unknown distribution function
F(x). Let X, <X@y<-+o <X are the ordered observations. And define the empirical distribution
function as following. ‘

Fa(x)=0 if x<Xa

=—]’§- if Xw<x<Xa

=1 it X>X(u)
In other word, nF,(x) is equal to the number of observations in the sample that are smaller than
or equal to x, If Fo(x) is a completely specified continuous distribution function, we may reject the
null hypothesis that Fo=F for large value of

Zn +.Z[F°(x"")_ n1 ]2
i. e. rejects the null hypothesis at the level of significance a if the d; exceeds the 1—a quantile wy_a
as given by Anderson and Darling [1]. We say that d; is one sample Cramér-von Mises_test statistic.
Let Fo(x) be the empirical distribution function based on the random sample Xi, Xz, ::::-,X. with
unknown distribution function F(x) and let Gn(x) be the empirical distribution function based on

the other random sample Yy, «+++-, Y with unknown distribution function G(x). We say that dz is
two sample Cramér-von Mises statistic

di=

d2=—(rn—‘-'_i‘_;n)—‘—2 [Fa (%) —Gin (x) 12 - 2

Reject the null hypothesis F(x) =G (x) at the approxxmate level a if d; exceeds the 1--a quantile
Wi-q as given by Anderson. and Darling, [1].

Thompson, R. [4] showed that the one sample Cramér-von Mises test is biased.
The objects of this paper are as follows;

In Theorem 2-1, we show that the one sample Cramér-von Mises test is consistent.



In Theorem 2-2, We show that the two sample Cramér-von Mises test is consistent,

2. Consistency

Definition. A test is said to be consistent against a class of alternatives if with increasing sample
size probabllity that it rejects the hypothesis heing tested tends 1 whenever one of the alternatives in
the class is true. -

The following lemmias are discussed in [3],“

Lamma 1, Let Fa(x) be the,émpirical.dist’ribution'of a sample size n from F(x), then

P[Fate) = xlj] OF@P 1-FE@i, k=012,

According to lemma 1,
Lamma 2. Let E[Fa(x)], var[Fa(x)] denote; the mean and variance of Fa(x), respectively; then
- ER®I=F®
var[Fa () ]=4 F(x)[1-F @)
Lemma 2 show that for fixed x, Fa (x) is an unbiased and mean-squared-error consistent estimator

of F(x). And by the following Glivenko-Cantelli theorem
Plsup!Fa(x) —F(x) | —0]=1 as n—»>00

the estimating function F(x) of the F(x) converges to F(x) uniformly for all x with probability
one. Thus the Fn(x) is a consistent estimator of F(x).

Theorem 2-1. One sample Cramér-von Mises test is. consistent.

Proof. Let the null hypothesis be Fo(x}) =<F(x) and the alternative hypothesis be ryj\x;, where
F1x) xFo(x). Letd=Fo(xw) —Fi(xw), that is, Fo(xa) —-Fx(xa.,) +4. Then 4 is a number which
is concerned with sample size n such that 0<{]4|<1, However, we choose then sufflclently large,
4 doesn’t converge to 0 since Fo is different from Fi, Let

di=phe +Z[Fo(x(k,)~ =1 J*
di'= 1:2:1 [F‘(""")“‘“”%”l"]

Then the probability of rejecting the null hypothesis P{d;>w;..] when a alternative hypothesis is
true is

P{di>wiia} =1—P{di<wi_q} ' _
=1-P [+ 3 [Foteon) = 251 'l
—1— P[ 1;n +§’[F1(x(k,)+4— 2k—1 ]SW1_.]

H

1-P [dx +24 zFl (xa) —An+42ngw,_,]

Here, we have
n-+1
2
1-P{dy + 4wy o)

E:IFI Ew)—

with probability one. Thus the equation (1) tends

— 5] =



=1-P|- V%gAg 1/_1, where 02=max (0, W1a— d—d1")
=1-P[~—=Fo(xa) - —F (x) S
—5

=il

=1- j uv ﬁe-é dt by Fi(x)=F(x) and lemma 2,

where  £=[FaGxw) ~FoGxw)lvn, 7= VFi(x®m) L1—F1 Ew)l»

& £+0
)

A= ;n and A=

For sufficienthy large n, both £—4 and x#-+J have the same sign. Thus the probability that it rejects
the hypothesis when a alternative is true tends to 1. Q.E.D.

Lemma 3. var[Fa(x) ~Gr(]=1[F(®0 -G»] 1~Fx)+G()]
Theorem 2-2. Two sample Cramér-von Mises test is consistent.
Proof. Two sample Cramér-von Mises test statistic d; is defined as

b= T 5 [Fa () —Gn(@) 12
Then, o |

=t (35 0P )~ G ) 14 53 [P 5) ~ G 7 1
According to the Glivenko-Cantelli theorem, we have

do= (Li0Fe (0 —Fox) 1+ X [Fa ) ~Fo(5) T

TatmT
=tmT [?EiF" -] +,§1[F° 09—}

Let 4=Fo(x:) —F1(x:), then the above equation approaches

mn4? m+1 m
dy’ 4= —ry —_—F 5 (I—T) where'

de'= —G_nn-—:—ril_)"’_[zn: [Fl(x.) —-—-—] +,Z:1[Fl ) -‘——] ] Thus
P{d:>Wi_of =1—P{d2<{w1_q}

=1——P{dz’+ mh_ gy M1 ﬁ-—%)gwl-a]

m+n 2\ ‘
max(O, Wi_o—d2 — _‘32_'*;1_(1_%))
=1-P{—9<4<n}, where p?= o -
m-n
— (£=7 — Fu(x) =Gm(y) —[Fi(x) =G ¥)] ~ £+7
—I—Pl 7 g 4 g g o ]
2 1 o,
=1— j x/27re dt

where £=Fn (%) ~Gn(y)) ~ [Fo(xi) -G )1,



o= ,/Lm:“_ VIF@ -G II-F®ICH 1

_ k= _ K47y
11— 7 .md Rz— 7

. . 4 _3
Since 4; and 4; are same sign as m, n—>co, L 712=e B gt
1 T

tendsto 0 with probability 1, Q.E.D.
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