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A DIFFERENTIABLE MANIFOLD WITH F-STRUCTURE OF RANK r

By R.S. Mishra.

Introduction.

Let us consider an z-dimensional real differentiable manifold V, of differenti*-

ability class C" 1. Let there exist in V., a vector valued linear function f satisfying -

(1.1) a X+X=0, for an arbitrary vector field X,
where

(L1 b | X < (X)),
and

(1.2) rank(f) =z,

is constant everywhere. Then f is called an f-structure of rank r and V  1s called:

an n-dimensional manifold with a f-structure of rank r.

AGREEMENT (1.1). In the above and in what follows, the equations containing-
X,Y,Z U hold for arbitrary vector field X,Y,Z,U elc.

The eigen values of f are given by

(1.3) QA D™(A-D)™=0.
Three cases arise
Case 1. rank(f)=n.
In this case (1.1)a reduces to

(1. 4) o X +X=0.
n is even =2m and the eigen values are given by (Z-H')%”(Z—z')lf"-——o. V., is said.
to be an almost complex manifold and f is called an almost complex structure.
Case 2. rank(f)=n—1.

In this case, one of the eigen values is 0, the corresponding eigen vector being:
T, such that T=0. Consequently from (1.1)a, we have

(1.5) X+ X=AX)T,
where A is a 1-form. 7 is odd, say #=2m+1 and the eigen values are given by
n—1 n—1
AR+ (A-1) 2 =0. V.  1is called an almost contact manifold and the structure-

(f, T, A) is called an almost contact structure.
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Case 8. rank(F)=7, 1<r<n—1.
In this case there are »—r repeated eigen values 0, corresponding to which there
is a pencil of eigen vectors. Let T, 1<x<n—7 be a linearly independent set of
-

eigen vectors corresponding to the eigen values 0. Then
(1.6) - T=0.
| x

Hence from (1.1)a, we have
(1.7) . X +X=A(X)T,

where A are arbitrary 1-forms. 7 is even=2m say. The eigen values are given by
X ]

2 i)™ (A i)™ =0.

Barring X in (1.7) and comparing the resulting equation with (1.1)a, we get

(1.8) A(X)=0.
Barring (1.6) and using (1.7), we ;et
(1.9) AT)=97,
. Let us put J'x
(1.10) a) I(X)=—X, b) m(X)=X+X.

"Then it can be easily proved tﬁat
(11D a) PXOEax)=1(X), b)) m(X)=m(X).
¢) Im(X)=m((X))=0, A I(X)=IX)=X,

) m(X)=m(X)=0, £ I(X)=1(X)=—I(X),
g) X=U(X)+m(X), h) rank() =7,
i) rank(m)=n—7.

Thus. the operators / and m applied to the tangent space at each point of the
manifold are complementary projection operators. There exist two complement-
ary distributions Il and Ii

I, and I _

corresponding to / and m respectively, such that

n—r

, are r and (z—7) dimensional.

2. Kigen vectors.

THEOREM (2.1). The eigen values of I are givern by
(2.1) A*7T(A-1) =0.

Let X be an arbitrary vector. Then X is in the pencil of eigen vectors corresponding

to the eigen value 1 and X+X is in the penctl of eigen vectors corresponding to the
- wigen value 0.
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PROOF. Let A be an eigen value of / and p be the corresponding eigen vector.

“Then

I(P)=2P, I*(P)=°P '
Plugging in these in (1.11)a, we get (2.1). Remaining part of the statement
follows from (1.11)d and (1.11)c and (1.10)b. |

THEOREM (2.2). The eigen values of m are given by
(2.2) A(2-1D""=0.
Let X be an arbitrary vector. Then X is in the pencil of eigen vectors corresponding

to the eigen value O and X+X is in the pencil of eigen vectors corresponding to

ihe eigen value 1.
The proof follows the pattern of the proof of Theorem (2. 1).

THEOREM (2.3). Let {g be an eigen vector of [ corresponding to the eigen value
{0 Then [Z:O Consequently {P
1. Q+Q=0. Q

eigen value {(_},_ ;.

is an eigen vector of [ corresponding to the

PROOF. Since P is an eigen vector of ! corresponding to the eigen value 0,

I(P)=0& - P=0&SP=0.
Since Q is an eigen vector of / corresponding to the eigen value 1, / (Q)=Q<:>5
+Q=0. Remaining part of the proof is obvious.

THEOREM (2.4). Let {g be an eigen vector of m corresponding lo the eigen value

,{1 T hen {220 Consequently {p is an eigen vecior of f corresponding to the
0. g+qg=0. - q |
eigen value {(_)[_ ;

The proof follows the pattern ‘of the proof of Theorem (2.4).

COROLLARY (2.1).. Let P be an eigen vector of [. Then p= 5’—---=0.
PROOF. We have |
| [(P)=AP, ]
whence
I(P)=AP.

In consequence of (1.11)d, this equation takes the form
| [(P)=AP.
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Hence, we have the statement.

3. f-structure.

THEOREM (8. 1). f-structure is not unique. Let 1 be a non-sz‘ngular vector valued
linear function in V. Then [ defined by |
def

(8. 1) u(f (X)) = pu(X),

1s also f-structure.

PROOF. In consequence of (3.1) and (1.1), we have

(3.2)a u( f (X)) =—p(X)=—u( f(X)).
Also from (3.1), we get |
(3.2)b p(F X)) =pul FAX)) =p( (X)),

From (8.2)a,b, we have

u( F3X) +F (X)) =0.

Since y is non-singular, |
X +f (X)=0,
which proves the statement.

THl:?OREM (3.2). We have
(3.3) | u('(X))=I(p(X)),
(3.4) u(m’ (X)) =m(u(X)).

PROOF. In consequence of (3.1) and (1.10)a, we have
u(' (X)) = = p( £ = —p(F X)) = = (X)) =1(u(X)).

Hence, we have (8.3). Similarly

p(m’ (X0) = p(f5(XD) + (X)) = (XD +p(X) = m(u(X)). .
In the manifold with f-structure V,, we-can always introduce a metric tensor

g. Let g satisfy

(3.5)a - gX,D=—gX,Y)=—g(X.7).
We are justified in assuming g as above, because of the following two considera-
tions. | ,

(1) g is symmetric |

(i1) Repeated operation of barring X or ¥ in 3.5)a yields the same set egua-
tions and there is no contradiction.

Let us put
(3.6) m(X,Y)=g(m(X),Y)=g(X, m(¥)).



A Differentiable Manifold with f-structure of Rank r 27

Then (1.17) assumeé the form

(3.5)b g( X, Y)=g(X,Y)—"m(X,Y).
The equations (3.5)a,b are also equivalent to
(3.5)c gX,Y)=g(X,7).
We also have |
(3.5)d gX,V)+g(X,7)=0,
which in consequence of (1.10)b and (3.6) assumes the form
(3.5)e g(X,Y)+g(X,Y)=0.
THEOREM (3.3). Let us put
(8.7) g'(X,Y)=g(u(X), u(¥)).
Thern g’ also salisfies an equation of the itype (3.5), that is
(3.8)a g X, ri¥N=gX,Y)-"m'(X,Y),
where |
(38.8)b 'm' (X, Y)=g"(m'(X),Y)=g"(X,m' (¥)).

PROOF. In consequence of (3.7), (3.1), (8.5)b, (38.6) and (3. 4)
g (f (X, ra)=glu(f&X),uCfr&) |

=g(u(X), u(¥Y))

=g(u(X), u(¥)) ~"m(u(X), u(¥ )
=g’ (X,Y)—gm(u(X)), u(¥))
=g'(X,Y)—g(u(m’ (X)), u(Y))
=g (X, Y)—g'(m'(X),Y)

=o' (X,Y)—"m'(X,Y).

4. Integrability conditions.

"We will prove the following theorem:

THEOREM (4. 1). The necessary and sufficient condition that V., be an wn-dimen-

sional differentiable manifold with a f-structure of rank 2m s that it contains a
distribution 1 of complex dimension m a distrvibution ﬁm complex conjugate to 1 ,,

and a distribution 1 of real dimension n—2m, such that 1L , 11, 1l _, have no

n—2m

direction in common and span together a linear manifold of dimension .

PROOF. It can be proved by usual method that in an #-dimensional differentiable

manifold with a f-structure of rank 2m, there is a distribution Il of complex

dimension #z, a distribution _ﬁm complex conjugate toll, and a distribution I _o,
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of real dimension #—2m, such that I, [, and IT_ have no direction in

—~ 211

~common and span together a linear manifold of dimension #, projections on I ,

ﬁm and II__,  being given by L, M, m 'respectively, such that

(4.1) oL(X)=—-X—iX,
(4.2) OM(X)=~X+iX,
(4.3) m(X) =X +X.

That the condition is sufficient can also be proved similarly
let P,Q, T, 1<x<m, x,yEN, 1<<a<n—2m be the linearly independent eigen
b X a .

vectors corresponding to thle eigen values 7, —7, 0 of f. Then
(4.4 a) L(P)=P, ° b) L(Q=0, c) L(T)=0,
x X a

X

(4.5) a) M(f’):O, b) M(?)"—:?, c) M(T)=0,
(4.6) a) m(P)=0, - b) m(Q=0, c) m(T)=T

a

The equations (4.5),(4.6) and (4.6) can be written in the tabular form as
follows.

(P) Q) (T)
X X 74
(4. 4) L P 0 0
x
(4.5) M 0 Q O
. . x
(4. 6) m 0 0 T
a
' X X a
Now, {P, Q, T} isa L.I. set. The inverse set p,q, A 1s then given by
(P) Q) (T)
| y y b
X
(4.7) p g, 0 0
(4. 8) q 0 5‘; 0
¢ d
(4.9 A 0 0 J,

(4.10)  p(X)P+q(X)Q+AX)T=X.

THEOREM (4.2). We have

(4.11) LX) =p(X)P,



A Differentiable Manifold wilk f—stmcture of Rank r 29

(4.12) M(X) =;(X)9.

4.13) m(X)=ACXT.
"PROOF. From (4.1) and (4.2), we have

(4. 14) | X =i {L(X)~-M(X)},

(4.15) . X=~L(X)-M(X).

Also from (4.10) we have

(4. 16) X=i {E(X)f—émg},

(4. 17) X= —E(Xﬂj—;(X)g.

From the equations (4.14)—(4.17) we have (4.11) and (4.12). In consequence of
(4.1), (4.2) and (4.3) we have

(4.18) X=L(X)+M(X)+m(X).
From (4.10), (4.18), (4.11) and (4.12), we have (4. 13).

THEOREM (4.3). We have -
(4.199a LMX)=L(m(X))=M(L(X))=M(m(X))=m(L(X))=m(M (X)) =0,

(4.19)b LY(X)=L(X), M*X)=M(X), m°(X)=m(X).
PROOF. The proof is obvious.

COROLLARY (4.1). We have

(4.19)c ' L(u(X)) =p(L (X))
(4.19)d M(u(X))=p(M’ (X))
(4.19)e m(u(X))=pu(m’ (X)).

PROOF. We have

2#(L’(X))~— —u( X)) —ip( £ (X)) =—pC FED) —ip( f/(X))

“—#(X)—Z#(X) 2L(#(X))
We can similarly prove (4.19)d.

Ishihara and Yano (1964) obtained the integrability conditions for the distributions
1, [Il,_,. We will obtain the integrability conditions for the distributions I , ﬁm,

and [, _, . For this we prove the following lemmas.

LEMMA (4. Da. We have
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(4. 20)a 2dL)m(X),m(Y)=N(X,Y)-NX,Y)-NX,Y)-NX,?)
+i{NX,Y)-NX,Y)+NX,Y)-NX, ),

- (4.20)b 2@M)Y(m(X),m(Y))=N(X,Y)-NX,Y)-N(X,Y)-N(X,Y)

—i{N(X,Y)-NX, Y)+NX,Y)+NX,V)},
where N s Nijenhuis tensor given by

(4. 21) NX,Y)=[X,7]1+[X,Y]-X,Y [~ [X,7].
PROOF. In consequence of (4.19), we have

dL)(m(X), m(Y))=m(X)(L(m())) —m(Y )(L(m(X)))—L{([m(X), m(¥Y)])
(4.22) | =—~L([m(X), m(¥)]). '
But, by virtue of (4.1), (4.3) and (4.4) we have

(4.23) 2L([m(X),m(Y)])=2L([X,Y])+2L([X,Y])+2L(X, Y1) +2L([X,¥])

A
—

=—{[X, 7} + [X,Y]+[X, V] + [X, Y]}

- ———

—i{[X, 71+ X, Y]+ (X, 7]+ X, Y]}

=—{N(X,Y)-NX,Y)-N(X,Y)-N(X,Y))

—INX. V) ~-NX.Y)+N(X,Y)+NX, )}
Substituting from (4.23) in (4.22), we obtain (4.20)a. (4.20)b can similarly be
obtained.

LEMMA (4.1)b. We also have

a b x
(4.24)a @L) (m(X), m(Y))=—AXDAX )p( [g‘, f{;‘] )b

X

a b z
(4.24)b (dM)(m(X), m(¥Y))=—AX)AX )q( [Z’ %’] )Q

Z

PROOF. In consequence of (4.22), (4.13) and (4.4) we have
dL)Y(m(X),m(Y))=~—L{([m(X),m(¥)])

a . a b
=~ LACOAX) (T, T1 + ACOT AT )T
b a a b z
— A(Y){(A(X))T= — A(X)AXY )p(IT, flb"] )P

Z

We similarly have (4.24)b.

LEMMA (4.1)c. We also have
(4.25)a 2(d L) (m(X), m(¥)) = [m(X), m(Y)] +i [m(X), m(¥)l,
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4.25)b  2dM)(m(X), m(¥))= [m(X), m(¥)) —i [m(X), m(P)].
The proof is obvious.
LEMMA (4.2) We have

- (4.26)a 2(dLDM (XD, M(Y))=[M(X), M(Y)] +i [M(XD, M(Y)].
(4.26)b 2(dM)(L(XD, L(Y)) = [L(X), L] —i [L(XD, L],

422 2dLMX), MV =g(X)g(¥) | Q.Q+HIQqIY,

4.2Db  2dM)LX), LIY)=p(X)p(¥){ 7.5 —i 321},

(4.28)a AAL(M(X), M(Y)=N(X.,V)+iN(X. 7).
(4.28)b AAMY(CL(X), L(Y)=N(X.Y)—iN(X. 7).

The proof follows the pattern of the proof of Lemma (4. 1).

LEMMA (4.3). The following equatlions are salisfied

(4.29)a (dm) (LX), L) == AL, LAIDT,

(4. 29)b (dm) (M(Xj, M(Y))= —-;i( (M(X), M(Y)]')z,
(4.30)a (@m) (LX), L) = =pOpAIAC . p)T,
(4.30)b (@m) (MCX), MY)=—a(0g(VIACIQ QLT
“3Da  @mLX), LEN=ANX, YT AN, )T

LHANE, Y)OT+ANCX, PT),
(4.31)b (dm) (M(X), M(Y)=AN(X.Y)~N(X, 7T

AN, V) +NX. 7T

The proof follows the pattern of the proof of Lemma (4. 1).

THEOREM (4.4). In order that 11, _,, beintegrable, it is necessary and sufficient
ihat

(4. 32)a NX,V)-N(X,Y)-N(X,Y)-N(X,Y)=0,
equivalent to

(4.32)b NX,Y)-NX,Y)+N(X,Y)+N(X,Y)=0.
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oy

(4.33) ACO AT, TV = ACOATAT. T)Q=0.
or |

-(4. 34)a m(X), m(Y}] =0,
equivalent o

(4. 30)b m(X), m(¥)] =0

PROOF. The distribution II,_,  is given by

(4. 35) a) L(X)=0, b) M(X)=0, c¢) X=m(X).

In order that Hn;zm be completely integrabl:e it 1S necessary and sufficient that

L(X)=0, M(X)=0 be completely integrable, that is

(4. 36) a) dL)(X,Y)=0, b) (dM)(X,Y)=0, ‘
be satisfied by any vector satisfying (4.35)c. Substituting from (4.35)c into
(4.36)a,b we get |

(4. 37) a) (L) (m(X),m(Y))=0, b)) (dM)(m(X),m(Y))=0.
Using (4.37) in (4.20), (4.24), (4.25), we obtain (4.32), (4.33) and (4.34)
respectively.

THEOREM (4.5). In order that [l and ﬁm are completely integrable it s neces- .
sary and sufficient that

(4.38)a [0, L] =i [EC0), L)1,
(4. 3%)b ACLCXD, LY)) =0,
(4. 38)c XY, MV +1 (X, MPY] =0,
(4. 38)d ACM(X), M(Y))=0:

07 _‘

X y e

(4. 39)a p(XDp(¥ ) [Psfl —1 f,f] } =0,
(4.39)b PCOPY AL P1)=o0,
(4. 39)c (XD | Q.Q +i[Q Q1 =0
(4.39)d 1(XaACLQ, Q1>=0

0y
(4. 40)a N(X,Y)=0

(4. 40)b ANNCX, Y))=AN(Z. 7).
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PPOOF. The distribution I, is given by

(4. 41) a) M(X)=0, b) m(X)=0, ¢c) X=L(X).
In order that I, be completely integrable, it is necessary and sufficient that M

=0 and m=0 be completely integrable, that is
(4. 42) a) M)(X,Y)=0, b)) (dm)(X,Y)=0,
be satisfied by any vector satisfying (4.41)c. Substituting from (4.41)c in (4. 42).

a, b, we get

(4. 43) a) dM)(L(X),L(Y))=0, b)) (dm)(L(X),L(Y))=0,
By virtue of (4.43)a,b, the equations (4.26)b and (4.29)a, assume the forms
(4.38)a, b. Similarly (4.38)c,d are the necessary and sufficient conditions for the
integrability of ﬁm. It can similarly be proved that (4.39)a,b are the necessary

and sufficient conditions for the integrability of Il, and (4. 39)c, d are the necessary:

and sufficient conditions for the integrability of ﬁm.

From (4.43)a and (4.28)b, we have

(4. 40)a N(X.V)—iN(X,7)=0.
From (4,43)b and (4.31)a, we have

(4. 4Db {E(N(X Y —-N(X Y OINT 42 {E(N('X,'Y) +N(X,Y)}T=0.

We can similarly have when we consider the integrability of ﬁm |

(4. 45)a NX,Y)+iN(X,Y)=0,
(4. 45)b ANCX.Y)=N(X. 7)) i {AN(X.Y)+N(X, P} T =0.

Thus from (4.45)a and (4.45)b the necessary and sufficient condition for the:
integrability of I (Il ) are (4.40).

THEOREM (4.6). In order that V, be completely integrable, it is mecessary and’
sufficient that

(4. 46)a N(X,Y)=0,
(4.46)b ANCX. ¥))=AWN(X, 7)) =0.

PROOF, (4.46) follows from (4.40) and (4. 32).

THEOREM (4.7). The mnecessary and sufficient condition that a differentiable
mantfold V., with an f-structure be integrable is that it is possible to introduce an

affine connexion D with respect to which f is covariant constant and which s such
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34
that
(4.4Da 50X, 7 =o.
(4.47)b E(S(X , Y)) -——ECS(E 7).

where S is the torsion tensor of D
PROOF. Let B be a symmetric connexion in ¥V, and D another connexion. Let

D,Y=B,Y+H(X,Y).

(4. 48)
Let us assume |
- (4.49)a (D)X )=0
-equivalent to
(4. 49)b | DyY=D,Y
Using (4.48) in (4.49)b, we get
B,Y-B,Y=H(X,Y)-H(X,Y),
‘whence |
H(X,V)+H(X,V)=—-B, 7 —BY.

(4. 50)
Since by Barrmg Y and the whole equation, we again have the same equation

we shall attempt a solution of this equation. The general solution of this equation

-W(X, V),

is given by
4H(X,¥7)=—2B3¥ —2B5Y +W (L, 7)

(4.51)a
where W is an arbitrary vector valued bilinear function. For,

AH(X,V)=—2B,Y — 2B,V +W (X, V) -W(X, T),

(4.51)b
whence by adding the last two equations, we obtain (4.50)
Let us put |
ZW(X Y)— Ef—_ B X—Bi—;?+5’3—; .
“"Then
oW (X,Y)=ByX — ByX +ByX+ByX
Consequently (4.51)a can be written as
=.X='—B?X'—B?f_3? ’

4H(X,¥)=—2B3Y —2BzY —B;

From this equation we have
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e —

——

4S(X,¥)=—B5x¥ +ByX —BzY + ByX — BX + B5Y + By X — B5Y

=NX,Y).
If V is integrable N(X,Y)=0. Consequently we have (4.47)a.
From ‘(4. 48) and (4.49), we have

ACH(X, 7)) =— A(BP),

ACH(X,Y))=~A(BzY).
Consequently |
(4 —_— a _ . a e j—
A(—-S(X, V) +S(X,Y))=A(BxY —ByX)— A(B5Y — B3 X).

=AN(X,Y))-AWN(X,Y)).
If V  is integrable ﬁ(N (X,Y))=0 and we have (4. 47)h.
Ishihara and Yano (1964) obtained the integrability conditions of [l,, and II, ,

m

as
m(N(X,Y))=0,
and
N(m(X), m(Y))=0,
respectively. We will obtain these in other forms. It can be proved on the lines

of the proof of Theorem (4.5), that the necessary and sufficient conditions that
Il be integrable is that

m([[(X), 1(¥)])=0,
equivalent to

"

(X, Y]+ [X, Y] =0.

Or

[X, Y]+ [X,Y] =0.
‘T'his equation is equivalent to

(4. 52) N(X,Y)+N(X,¥)=0.

Similarly the necessary and sufficient condition that [T, . be integrable is

_ [([m(X), m(Y)] =0,
which 1Is equivalent to

]

(4. 53) X, Y]+ (X, Y]+ (X, Y]+ [X, Y] =0,
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or

A

NX,Y)-NX,Y)-NX,Y)-N(X.Y)=0,

or

(4.54)a NX,7?)-NX,V)+N(X,V)+N(X, V)=0.
From (4.52) and (4.54)a it is clear that the necessary and sufficient condition
that V_ be Integrable is

N(X,Y)=0.
a condition obtained by Ishihara and Yano (1964).
It is interesting to note that (4.53) is also equivalent to

(4.54)b NEX,D+NX,Y)+NX,Y)+N(X,Y)=0.
From (4.52) and (4.54)b, we again get the same necessary and sufficient
condition for the Integratibly of V. |
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