
On Functors Text over Commutative Rings

KEEAN LEE

Let A, Band C be modules over a commutative ring R. If we take X -> A, Y-+

B, C -+ 1 as projective resolutions over A, B and an injective resolution over C respec­

tively, then we get a complex HomRCX, HomR(Y,I)) of R-modules. Here we can define

a new functor TextR from the category of all R-modules and homomorphisms to itself

such that TextR(A,B,C) = H (HomRCX, HomR(Y,I)), where H is the homology functor

(see § 1).

In general it is difficult that we find some properties of Text and compute TextR

(A,B,C). In this paper we shall try to find some properties of TextR anj to compute

TextR(A,B,C) under some special conditions (see §§ 1-3 and Example 3). Finally, we

shall prove some properties of Text using spectral sequences (see § 4).

The idea of this paper was obtained from the suggestion of Profeswr S. MacLane

and his paper [3]. I would like to express my thanks to him for kind help and gui­

dance.

1. The definition of Text

Let K and L be complexes over a commutative ring R. We shall define a complex

HornR(K,L) with lower indices as follows.
00

Set Homn(K,L) = IT HomRCKp, Ln-p) so that an element f of Hom.(K,L) is a family
p=-oo

of homomorphisms fp: Kp~ Ln.p for - co < p <co. When we assume that the

boundaries in K and L are OK and al. the boundary OH' in HomR(K,L) is defined by

(oH'f)p(kp) = oLCfpkp) +(-l) n>lf" 1 (oAkI') and oH'f = the family of (OH'f)p (1)

for kpEKp and fp, fp-l Ef. (Note: Consider an element f = {fp IfI': Kp~ Lno p} such

that for each km E Km' fmkm = 0 if 112=1= P in Homn(K, L). Then we see that

(OHIf)p+\(kp+l) = (-1)n- 1fp(oK kPt, ), (OHIf)p(kp) = oL(fpkp)

and (OHIf)m(km) = 0 if lit =t= P and p + 1.)

We know OH'OH' = 0 by the calculation:

(OHIOHIf)p(kp) = OL ((oH'f)p(kp)) + ( -l)n(oH'f) 1'-1 caKkp)

= OL(OL(fpkp) + (-l)n' l fp_IcaKkp))

+ (-l)"oJp-1 (oKk p) + (-1)2n'lfp_1 (OKOKkp)
------------
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= OLOL(jpkp) + (-l)H+loL (fP-l(oKkp))

+ (-l)noL (fp_I(oKkp)) + (-l)I/H(o~Kkp) = 0,

where kpEKp (see page 43 of [2J).

We shall add a complex M over R(commutative ring) with the boundary OM in the

above situation, then we get the complex HomR(l(, HomR(L,M)) with the boundary OH

such that

=
Homn(l(, HomR(L, M)) = IT HomR(Kp, HOIDa+p(L, M))

p=-co

= co= IT HomR(Kp, IT HomR(Lq, Mn+p+q))
p=-oo q=-oo

co '"
= IT IT HomR(Kp, HomR(Lq, Mn+p+q)).
p=-oo q=-oo

((oHf)pkp)q(lq) = OH' ( (/pkp)q(lq)) + (-l)n+ I (fp_I (OKkp) )q(lq)

= OM((fpkp)q(lp)) + (_l)ft+ P+I (Ipkp)q-I (oLlq)

+ (-l)n+llp_l (oKkp))ilq) (see (1)) (2)

for kpEKp, lqELq, Ip: Kp~ HOIDa+p(L, M), (Ipkp)q : Lq~ Mn+p+q, and so on,

where OH' is the boundary in HomR(L, M).

With the aoove situation we also define
cc cc

Horn. (K ®R L, M) = IT IT HomR(Kp®R Lq, M.+ p+q),
p=-oo q=-oo

(8H!) p, q(kp® Iq) =oMcfp,q(kp® Iq)) + (-1)n+l!p_t,q(OKkp® Iq)

+ (-1y+P+t]p,q-1 (kp® oJq) (3)

for kpEKp, lqELq, fEHoIDa(K®RL, M), fp-I,q: Kp_I®RLq~ Mn+p+q-I inf, and so

on, where aH is the boundary in HomR(K ®R L, M) and the complex K ®R L is defined

by (K ®R L)<= L (Kp®R Lq) '" ith the ooundary d ® (kp® I~) = aKkp® lq+ ( -l)pkp® oLI'1'
p+q=n

Using the natural isomorphism 1j : HomR(K, HomR(L, M)) ~ HomR(K ®- RL, M)

we can prove 1J(OHf) = aH(1Jf) , where lE Hom.(l(, HomR(L, M)). By (2) and (3)

we have

(8H (1/f))"q(kp® Iq) = OM (1jfhq(kp® Iq)) + (-1)ft+ 1(7.fjp_l,q(OKkp® Iq)

+ (-l)n+ P+l(1JI)p,q_t(kp®OLlq)

= OM( (Jpkp)q(lq)) + (-1)<+1 (JP-! (oKkp) )qClq)

+ (-l)<+P+l(fpkp)q-l(oLlq)

= ((oHf)p(kp))q(lq) = (1J(oHf))p,ikp® Iq).

where (1jj) p,q(kp® Iq) = Clpkp)q(lq) by the definition of 1J (see page 144 of [2]). Since

(aH (1JI))p,q(kp®lq) = (1j (OHf)) p,.(kp® Iq) is true for all p,q, and n as aoove we have

Hn(HomR(K, HomR(L, M))) ~Hn(HomR(K®R L. M)). (4)
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As a special case we shall take a situation which Ca) K and L both are positive

complexes with lower indices such that

OK
K: ----,) K.. --+ K.. ~I ----,) ----,) Ko~O

OL
L: ......... ----,) L.. --+ L.._I~ ......... -- Lo__0

Cb) M is a negative complex with lower indices such that

then HomRCK, HomRCL, M)) becomes a negative complex with lower indices because n

in Hom.CK, HomRCL, M)) should be zero or minus to preserve zero or minus indices

in M We shall write down Horn, CK, HomRCL, M) of this case in detail:

HomoCK, HomRCL, M)) = HomRCKo, Homo CL, M)) = HomRCKo, HomR(Lo, Mo))

Hom-ICK, HOffiRCL, M)) = HomR(Ko, HomRCL h Mo)

EB HomRCKo, HomRCLo, M_I)) EB HomR(Kh HomRCLo, Mo)), ......

Therefore if we put Hom_, = Horn', M_, = M' then HomnCK, HomRCL, M)) is expres­

sed as follows :

HomoCK, HomRCL, M)) = HomRCKo, HomRCLo, MO))

HomICK, HomRCL, My) = HomRCKo, HomRCLI> MO))
EEl HOffiRCKo, HomRCLo, Ml) EB HomR(Kh HomRCLo. MO») ..

Hom'CK, HomRCL, M» = i: nf HomRCK", HomRCLq, Mn-p-q)), .
p=o q=O

With the above preparation we shall define the functor Text. Let A, Band C be

OA SA
modules over a commutative ring R. Take ......~ Xn --? X.- 1~ ......~ Xo--+ A

OB SB
-- 0 as a projective resolution over A, ......... ~ Y, -- Y.-I-- ......~ Yo --?

, ~ ~

B --? 0 as a projective resolution over Band 0 __ C__ 1° --7 ...... --7 In --7 J'+ I

--7 ...... as an injective resolution over C. We then get the complex Hom·eX, HomR)Y, l))

='£p=O
CCOHf)P(Xp»)q(yq) =oce(j ,x,) )q(yq)) + (-l)"-p+l (f,xp)q-I COBYq)

+ C-l)n+l(fp_ICoAxp))q(yq)

as (2), where xpEXp and yqEYq' Define

Text~CA, B, C) = HnCHomRCX, HOillR(Y, l)) Cn 2: 0)

C~ H"CHoillR(XQ9k Y, l)) by (4) n 2: 0),
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where H is the homology functor for oH(for aH' see (3)). We shall prove that Text;

(A, B, C) (n 2: 0) is independent of the choice of X, Y and 1.

.e:/
Let us take other projective resolutiens X' ---?> A with the boundary OA' and

.e:8' .e:c'
Y---?> B with the boundary 00' and another injective resolution C--7 l' with the boun-

dary oc'. Then there are chain transformations 'P and pi in the commutative diagrams

CA cs ec
X-A Y-B C-I

It, I
PsJlPs', I I , PcJ1Pc'

(5)
PAU'PA ,

X;~A Y'~H C~I'

satisfying

(PA''PA:::::: Ix (Ps'p~ :: ly and (Pc''Pc :::::: l[ )
PAP/ :::::: lx, 'PsPs - lyr PcPc' :::::: 1[,

where ~ means that both sides are chain homotopic. There is then the commutative

diagram

Hom(eB, ec')
-HomR(Y,l)

Hom(PB', pc')] !HOm(PB"PC)

Hom(eB', ec')
- HomR(Y', I')

(6)

satisfying Hom(pB, 'Pc') • Hom(PB', Pc) = Hom(PO'PB, Pc'Pc) ~ lHomR(Y, l)

Hom(PB', 'Pc) • Hom(PB', Pc') = Hom('POPB', Pc'Pc') ~ lHomR(Y', I')

where Hom(PB'. rc) and Hom(PB, Pc') are chain transformations which implies H(HomR

(Y, l)) ~ H(HomR(Y', I')).

From (5) and (6) we also get the commutative diagram

Hom(eA, Hom(eB, ec))
HomR(A, HomR(B, C)) -HomR(X, HomR(Y, l))

I
Hon(PA' Hom('PB, 'Pc')) l!Hom(Pi, Hom(PB', Pc))

Hom(eA', Hom(EB', Ec')) !
HomR(A, HomR(B, C)) -HomR(X', HomR(Y', I'))

satisfying

Hom(pA, Hom(PB' Pc')) • Hom(pA', Hom(po', Pc))

= Hom(PA' 'PA, Hom(po'Ps', Pc'Pc)):::::: IHomR(X, I))

Hom(PA', Hom(PB', Pc))· Hom('PA' Hom(PBt Pc'))

= Hom(PAPA', Hom(PBPs', Pc'Pc')) ~ lHomR(X', HomR(Y', I'))

where Hom(PA' Hom('PB' Pc')) and Hom('PA', Hom('Ps', Pc)) are chain transformations.
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This implieis

HCHomRCX, HomRCY, l)) 9': HCHomRCX', HomRCY', l'»).

We shall prove that TextRCA, B, C) 9': TextRCB, A, C). Since

HomRCA, HomRCB, C) 9': HomRCA ®R B, C) 9': HomRCB ®R A, C)

9': HomRCB, HomRCA, C), in consequence we have that

H"CHomRCX, HomRCY, I»~ 9': H"CHomRCX®R Y, l) 9': HnCHomRCY®RX, [)
9': H"CHomRCY, HomRCX, I)~

5

which implies Text~CA, B, C) ~ Text~CB, A, C), where X, Y and [ arc the same one

as in the definition of Text.

EXAMPLE 1. If Tor~CB, C) = 0 for n 2: 1 then for projective resolutions X' --l> B

and X" --l> Cover R-modules Band C, respectively, X' ®R X" is a projective resolution

over B ®R c. Let us take a projective resolution X --l> A over a R-moiule A and an

injective resolution D --l> [ over a R-module D. We have then

If'CHomRCX ®R X' ®R X", l) 9': Hn CHomRCX, HomRCX' ®RX", [)))

= Text~CA, B ®R C, D)

If we put the right derived functor of HomRCA ®R B ®R C, D) = QuextR then we have

Text'kCA, B ®R C,D) ~ Quext~CA,B,C,D) under the condition Tor:CB,C) = 0 for n 2: 1.

In conseqel'lce, TextR in the right derived functor of HomRCA, HomRCB, C) and

contravariant in A, B, and covariant in C.

LEMMA 1. Text~<A, B, C) 9': HomRCA, HomRCB, C)).

Proof. In the sequence

OH'
O--l> HomRCXo, HomRCYO, [0» -!> HomRCXh HomRCYO, [0»

EBHomRCXO, HomRCYh [0»

EB HomRCXO, HomRCYO, [I»,

Kero1 = Text~CA, B, C). Since there are two exact sequences

aA eA

XI --l> Xo- A~ 0

Horn (£8' E.c) a'H
0_ HomRCB, C)-- HomRCYO, [0) --l> HomRCYO, [1) EB HomRCYh [0)

and Hom is left exact in each argument we have the exact sequence

Horn (1, OH') +Horn (aA' 1)
O--l> HomRCA, HomRCB, C) --l> HomRCXo, HomRCYO, [0» ~

HomRCX17 HomRCYO, [0» Ef>HomRCXO, HomRCYh [0» EBHomR(XO, HomRCYO, [1» (see

Proposition 4.3a on page 25 of [lJ). Since 01 = Hom(1, OH') -HomCoA' 1) we have
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Kero1= Text~(A, B, C) ~ HomR(A, HomR(B, C)).

We can easily derive the following.

(i) From Lemma 1 above Text~ is left exact in each argument.

(ii) If A is projective, then HomR(X, HomR(Y, l)) becomes

OH'
In general, since O----l>HomO(Y,l)----l>Hom1 (Y, l)~ is not exact Text~

(A, B, C) -=1= 0 for n 2: O. This is true when B (or C) is projective (or irrjective). (see

Corollary 1 in § 2.)

(iii) If A and B are projective then HomR(X, HomR(Y, I)) become:o

OH
O~ HomR(A, HomR(B, 1°)) - HomR(A. HomR(B, J1)) ----;. .

which is exact. Therefore Text~(A, B, C) = 0 for n 2: 1. This i, also true when A

(or B) is projective and C is injective.

(iv) For an exact sequence 0 ---7 A'~ A~ A" ---70 of R-modules we can

always take projective resolutions X', X and X" over A', A and A". respectively, such

that 0~ X' - X~ X" - 0 is split exact (see page 79 of [lJ). We ahve there­

fore the exact sequence 0~ HomR(X", HomR(Y, 1)) - HomR(X, HomR(Y, 1))----c>

HomR(X'. HamR(Y,1))~ 0 where Y - B is a projective resolution over the R-module

Band C _ I is an injectiveresolution over the R-module C. Therefore there is the

long exact sequence

o~ Text~(A",B,C) ~ Text~(A,B,C) - Text~(A', B, C)~ Text1(A", B, C) ----c> ...•

2. Speical Cases

Let K and L be complexes over-a commutative ring R with boundaries OK and 0L'

respectively. To prove Theorem 1 below we shall show the following.

LEMMA 2. If every Kp in K is projective as a R-module and the boundary OK in K is

identically zero. then there is an isomorphism

00

a. : H.(HamR(K, L)) ~ IT HomR(Kp, H.+p(L)).
p=_oo

Proof. Put oL(LMP +1) = Im(oL).+P'I the kernel of the map 0, : L.+ p - L~+p_1 = Ker

COL).+P, and so on. We have then the commutative diagram
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t 0L
Ln+'-I

where each row and column is exact. Now, since each Kp is projective the functor HomR

(K" -) is exact. From these facts we have therefore the commutative diegram

o 0
t t

0- HomR(K" Im(oL)n+') - HomR(K" Ker(oL)n+') - HomR(K" H.+,(L» -- 0
t * t

HomR(K:., L.+,+I) -- HomR(Kh Ln+,)
t*

HomR(K" L.+ p_ l )

with each row and column exact, where the arrows with * are the boundary OH' in

HomR(K, L) (OK = 0). This implies that for each p
HomR(K" Hn+,(L» = the p-coordinate of Hn(HomR(K. L»).

We then proved our lemma.

As in § 1, let A, Band C be R-modules and their projective or injective resolut­

ions with boundaries aA' OB, Oc be X~ A, Y - Band C- I, respectively. Set

image of OA = Im(X), i.e., image of QA into Xn = Im(X)n

kernel of OA = Ker(X), i.e., kernel of OA into Xn- I = Ker(X).
cokernel of OA = Cok (X) , i.e., cokernel of OA in Xn= Cok(X)n

coimage of OA = Coim (X) , i.e., coimage of OA in Xn = Coim(X)n

and so on. We have the following as special cases.

aA
THEOREM 1. If X~ A is 0 -4 XI -- Xo~ A ---i> O(exact) there is an exact sequence

0- ExtkCA, ExtR-ICB, C» - TextR(A, B, C) - HomRCA, ExtR(B, C» -- o.
If all quotients of each module in HomR(Y, I) are injective then the above sequence splits.

Proof. By the assumption we get

Im(X)o ~ Xl,

Im(X)1 = 0,

Ker(X)o = Xo,

Ker(X)1 = 0,

Coim(X)o = 0,

Coim(X) I = Xl'

(1)

Therefore there are split exact sequences of complexes

i j
0- Ker(X) ---7 X;= Coim(X) - 0

ep

and splitting homomorphisros 0/. (Note: Coim(X) is a projective complex.) Moreover, we
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aim get the exact sequences of complexes

i*
~ HomR(Ker(X), Hom.~(Y, I))~ 0

and the exact homology sequence of E

~ ~
-,. Hn(HomR(Ker(X), HomR(Y, l)))~ ,

where ~-1 and o~ are connecting homomorphisms. The middle portion of the above

sequence can be expressed in terms of OE as a short exact sequence

o~ Coker 3~-1~ Text~(A, B. C)~ Ker --i> o~~ o.

For each p the sequences

is exact and the homomorphism

(2)

(3)

is induced by (3), where aA' is from the boundary OA in X. In consequence the hom­

omorphisms on homology induced by 0A'* (up to sign) are connecting homomorph­

isms 0E' In detail, 0E is defined on cycles by the "switchback" (see page 45 of [2J)

j*-IOHi*-I, where OH is the boundary in HomR(X, HomR(Y, l)) as before. Since Ker(X)

has zero-homomorphisms as its boundary a cycle g in Hom'(Ker(X), Hom(Y, l)) is a

family {gp : Ker(X) p~ Hom'-P(Y, I)} with OH'g = 0, where OH' is the boundary in

HomR(Y, l). In (1) we get Xp~Ker(X)pEBCoim(X)p and hence each gp can be

extended to fp : Xp~ Homn-p(y, l) with oH'lp = O. That is, a cycle g in Hom'(Ker

(X), HomR(Y, l)) can be extended to I in Homn(X, HomR(Y, I)) with oH'1 = 0 and

0Hf = ±oAf for this homomorphism I. Since OA : X. ----+ Xn-1 is decomposed as Xn~

0/
Coim(X) n--i> Ker(X)n-l -----i> Xn-1 we have oHI = ± j*o'Ai*f for each I as above,

where OA*=j*OA'*i* and oHI= ± OAf. If we take i*-I g to be f then j*-I oHi*-1 g =

± oi*g Eince i*f = fi = g. Therefore OE is induced by ± OA'*.

Using Lemma 2 and OE = ± OA'''' above we have the commutative diagram (up to

sign)
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<h = ± OA'*
I:f'CHomR(Ker(X), HomR(Y, I) --H'Hl(HomR(Coim(X), HomR(Y. I)))

ant 11< an+1ill<

9

Hence Ker 0E S:! Ker 0/* (1ower line) and Coker OE' ~ Coker oi*(1ower line). On the

other hand, from (3) we get an exact sequence
OA'*

O~ HomR(H,(X). Hn-'(HoffiR(Y, I») -- HomR(Ker(X),. Hn-p (HOffiR(Y, I))~

S*
HomR(CoiIl)(X)'+1I Hn-'(HomR(Y, l)) -- Extk(H,(X), Hn-p(HomR(Y, l))~ 0

(4)

which gives the kernels and cokernels of OA'* as

Ker ~ S:! Ker OA'* ~ nHOffiR(H,(X), Hn- p(HomR(Y, I») = HOffiR(A, Ext~(B, C)
p=-ro

Coker~-l ~ Cokeroi* ~ IT Ext1CHp(X) , Hn-P-I(HomR(Y, l)
. p==-oo

= Ext/(A, Ext~-l(B, C»,

where we should note that HoCX) ~ A, Hp(X) = 0 if P =1= 0 and Extk(Ker(X)" Hn-p

(HOffiR(Y, l)) = 0 (Ker (X)p is projective). Hence we have the exact sequence

(:J a
0-- Extk(A. Ext~-l(B, C» -- Text~(A, B, C) -;> HomR(A, Ext~CB, C» -- 0

from (2) as the first half of the theorem.

In this case the homomorphisffis a and f3 are decomposed as follows, respectively

(see page 81 of [2J).

i* an
a : Text~CA. B. C) -- HnCHoffiR(Ker(X), HomR(Y. l)) -- HomRCXO• HnCHomR(Y. l)

S:! HomR(XO' Ext~(B. C) -- Hom/?(A, Ext~(B, C», (5)

where the last arrow stands for the additive relation which is the inverse of the first

monomorphism in (4).

S*-l
f3: Extj(A. Ext~-I(B, C» -- HomR(XU Ext~-I(B, C» ~ HomR(Xh Hn-1(HomR(Y, l))

To show the second half we consider the diagrams (i) and (ii)
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0) 0 0

1 1o~ Im(X)~ Ker(X)~ H(X)~ 0

I1 1 1
O~Im(X)~ x~ Cok(X)~O

1 1
Coim(X) ==Coim(X)

1 1
o 0

(split) (split)

in (i) and (ii) (below), each column in the first (i) and each row in the second

(ii) is split exact and the other rows and columns are exact since Coim (X) is

projective and Coim(HomR(Y, l)0!. Im (HomR(Y, l) injective by the assumption.

(ii) 0 0

1 1
o~ Im(HomR(Y, l) ~ Ker(HomR(Y, I» ~ H(HomR(Y, l)~ 0 (split)

11 1 1
o~ Im(HomR(Y, l) -~ HomR(Y, l)~ Cok(HomR(Y, l) ~ 0 (split)

1 1
Coim (HomR(Y, l) =Coim (HomR(Y, I»

1 1
o 0

In this situation we get the following commutative diagrams successively.

i) 0 0 0 0

1 1 1 gJ! 1
Ker(X)~ H(X)~ 0 Ker(HomR(X, l) ~ H(HomR(Y, l) ~ 0

lf HgJ 1 . 1 ..
X~ Cok(X)~ 0 HomR(X, l) ~-Cok(HomR(Y' l) ~ 0

ii) From i)

e'(epi.)
HomR(Cok(X) , Ker(HomR(Y, I») -;::::::==:::::-.HomR(H(X), H(HomR(Y, l))J

T/1(mon.) a Horn (gJl' gJ2) /' 1:' I(mon.). , .

HomR(X, HomR(Y, l) --------,)0 HomR(Ker(X), Cok(HomR(Y, l))

iii) Taking homology in ii),

e'(epi.)
HomR(Cok (X) , Ker(HomR(Y, l)) -;::=:.~.HomRCH(X), H(HomR(Y, I))

1/1 __--a-H~~/'. 1:'1 (mon.)

TextR(A, B, C)----- )' HomR(Ker(X), CokCHomR(Y, l))
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(Note:

H(X) EBCoim(X) ~ Cok(X)

Ker(X) EB Coirn(X) , ~ X

v) In each degree n,

lm(HomRCY, I) EBH(HomRCY, I) ~ Ker(HomR(Y, I»
Irn(HomR(Y, I) EBCok(HornR(Y, I) ~ HornR(Y, I).)

where ~ = 1*a';*, 1* and .. are monomorphisms and ad stands for the additive relation

which is in the composite of a (the converse of ..). Since lm ..c lm 1* the homomor­

phism a in the above diagram is the composite ad's = ad·1* an·i* and the same one as
a in (5).

By the splitting homomorphisms 'PI and 'P2 we have the right inverse ll·Hom('Ph

'P2) of a which implies that the exact sequence in our theorem splits. Since Hom('Ph

'P2) has no naturality the isomorphism

Text~(A, B, C) ~ Extk(A, Ext~-I(B, C) EBHomR(A, Ext~(B, C)

is non-natural. (Note: When Y -i> B is 0 -i> Y I -i> Yo-i> B -i> 0 (exact) the above

exact sequence' (in the theorem) becomes

O-i> Extk(B, Ext~-I(A, C» -i> Text~(A, B, C)

~ Text~(B, A, C) -i> HomR(B, Ext~(A. C) -i> O.

Moreover, if each quotient of all modules in HomR(X, I) is injective the above exact

sequence is split(non-natural).)

COROLLARY 1. If A (or B) is projective as a R-module then
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Text~(A, B, C) ~ HomR(A, Ext~(B, C) (~HomR(B, Ext~(A, C).

Proof. Since A is projective we can take 0-- 0-- A -- A -- 0 as a projective

resolution over A. This implies that XI = 0, Xo = A in the above theorem. Therefore

o-- Ext~(A, Ext~-I(B, C)-- Text~(A, B, C) -- HomR(A, Ext~(B, C) -- 0

is exact. We have therefore Text~(A, B, C) ~ HomR(A, Extg(B, C) since Ext~(A,

Ext~-I(B, C) = O. When B is projective we can apply the same argument as above.

CoROLLARY 2. Let X-- A be 0 -- XI -- Xo-- A -- 0 as in Theorem 1. If the
projective dimension of B is ~n (positive integer) then

Text~+I(A, B, C) ~ Ext1(A, Ext~(B, C).

Proof. By Theorem 1, the sequence

0-- Ext1(A, Ext~(B, C) -- Texti/I(A, B, C) -- HomR(A, Ext~+I(B, C» -- 0

is exact. Since Ext~ + I(B, C) = 0 we get

TextR+I(A, B, C) ~ Ext1(A, ExtR(B, C).

as asserted.

EXAMPLE 2. Let F be a field and let x be an indeterminate. Then we get the poly­

nomial ring P = F[xJ which is commutative. We can put F = F[xJ/(x), where (x) is

the principal ideal consisting of all multiples of x. Therefore F becomes P-module by

the P-module homomorphism e: P -- F which is defined by e(x) = 0 and e(a) = a

for a E F. In this case we have the following sequence as a projective resolution

over F.
a e

O--PU--P--F--O,

where PU is the free P-module generated by U and a is the P-module homomorphism

with au = x. Therefore Theorem 1 is valid in the case which we take F, B, and C as

P-modules and the sequence

is exact. The case which the commutative ring R above is a hereditary ring is an

example for the second half of our Theorem 1. We can see this example in the next

section.

3. Text over the ring Z of integers

Let A, Band C be abelian groups. We shall take

(as a projective resolution over A)
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OB
0-Y1-Yo-B-O

Oc
O-C-Io--Ji--O

(as a projective resolution over B),

(as an injective resolution over C),

th~n X and Y are free complexes and we get complexes

Horn (X, Hom(Y, I» ~ Hom(X(g) Y, I)

with boundaries ON and aN (see § 1), respectively, where Horn and (g) mean Homz

and (g)z (in this section the subscripts Z are omitted). We should note that Hom(Y, I)

is an injective complex and X (g) Y is a free complex. Mor~ver, since Z is a heredi­

tary ring each quotient in Hom(Y, I) and each submodule in X (g) Y are injective

and free, respectively.

LEMMA 3. With the above situation the following hold.

(i) TexP(A, B, C) ~ Ext1(A, Hom(B, C) E8 Hom(A, Ext1(B, C»

~Extl(A (g) B, C) EEl Hom(Torl(A, B), C) (non-natural)

(ii) TextZ(A, B, C) ~ Ext1(A, ExP(B, C) ~ Ext1(Torl(A, B), C) (natural)

(iii) Textn(A, B, C) = 0 for n 2 3.

Proof. Since Homn(X, Hom(Y, l) = 0 for n 2 3 (see § 1) (iii) is true. By the

above description we know that Hom(X, Hom(Y, I) satisfies the hypothesis of Theo­

rem 1 in § 2 and Hom(X (g) Y, I) satisfies the hypothesis of Homotopy Classification

Theorem (see Theorem 4.3 on page 78 of [2J). Therefore we have two split (non­

natural) exact sequences

0_ Ext1(A, Extn-1(B, C) - Textn(A, B, C) - Hom(A, Extn(B, C) -- 0,
00

0-- IT Ext1(Hp(X <2) Y, Ho-H(!) -- Textft(A, B, C)--
p=-oo

00

IT Hom(Hp(X (g) Y), Ho-P(l) -- o.
1'=-00

When we note that Ho (l) = 0 for n * 0 we can easily deduce (ii) and (i) form the
above two sequences.

EXAMLE 3. Let Z,,(ao) be a cyclic group of order rs generated by ao. Put A =

Zr.(ao), B = Zr(bo) and let C be any abelian group. Since Hom(Z.. (go), G) ~ O.. (G) =
{glgEG, mg=O} and Ext1(Z.. (g0)' G) =G/mG (mG= {mglgEG}) for an abelian

group G we know the following using Lemma 3 above.

TextO(A, B, C) ~ Hom(Zr.(ao), Hom (Z,(bo), C) ~ 0, (C) ,

Text1(A, B, C)~ Extl(Zrs(ao), Hom (Z,(bo), C» E8 Hom(Z,,(ao), Ext1(Zr(bo), C)

~ O,(C) E8 C/r C
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Let K and L be complexes of abelian groups with each Kn and Ln free over the

ring Z of integers and let M be a complex of abelian groups with each Mn is injective.
From Lemma 3 we have that

TextU(Hp(K), H.cL) , Hn+p+q(M) ~ Hom(Hp(K) , Hom (Hq (L) , H.+p+q(M)) (natural)

Text1 (Hp(K), H.cL) , Hn>".cM) ~ Ext1(Hp(K), Hom(Hq(L), Hn+p+q(M))

EEl Hom(Hp(K) , Ext l (Hq(L) , Hn+p+q(M)) (non-natural)

Text2 (Hp (K) , H.cL) , Hn+p+q(M) ~ Ext1(Hp(K), Extl (Hq(L), H.+p+q(M)) (natural)

Text'" (Hp (K) , H.cL) , Hn+p+q(M) = 0 (for m:2 3)
cc cc

for each p, q and n, where Hom.(K, Hom(L, M» = IT· IT Hom(Kp, Hom(Lq, M .. +p+q».
p=::.-oo q=-oo

Define

Text: (N(K) , H(L), H(M)) = IT. IT Text.. (Hp(K) , Hq(L),Hn+p+q(M).
p=-co q=-oo

for m = 0, 1, 2 then the following hold.

THEOREM 2. Let S. = Hn(Hom(K, Hom(L, M»). Then there are subgrvups O<Nn+2

< Rn+1 <Sn and isomorphisms

a.+ 2 : Text;+2(H(K) , H(L) , H(M) ~ N.+ 2

an+!: Text~+tCH(K),H(L) , H(M» ~ R.+1/Nn+2

an : Text~(H(K), H(L) , H(M) ~ Sn/R.+l

(Note: see § 1 for the boundary in Hom(K, Hom(L, M).)

(natural)

(non-natural)

(natural)

Proof. Since K is a projective complex and Hom(L, M) an injective complex we
have the split (non-natural) exact sequences

cc

O~ IT Ext1(Hp(K), Hn+pH(Hom(L, M))~ H.(Hom(K, Hom(L, M»)
p=-oo

cc

--> IT Hom (Hp (K), Hn+p(Hom (L, M))-~ 0
p=-oo

cc

O~ IT Extt(H.cL), H.+ p,q+1(M) ~ H.+p(Hom(L, M),=_00
00

~ IT Hom(Hq(L) , H.+q+n(M) ~°
1'=-00

by the Homotopy Classification Theorem, where we should know that L is a projective

complex and M an injective complex. According to the above two sequences we
can make the following diagram.
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o 0
00 00 -J, -J,
IT· IT Extl(Hp(K), Extl (Hq(L), H.+p+q+z(M)) Hom(Hp(K), Ext1(Hq (L) , H.+ P+q+l (M)

P=o~-OO 1 ~( 1
IT Ext l (Hp(K),H.+ P+l (Horn (L,M)» -"""7H. (Horn (K,Hom(L,M) » -7Hom (Hp(K) H.+p(Hom(L,M)»

p= -00 1 -----------..j 1 --4 0 (exact)
00 = '\. .
IT· IT Extl(Hp(K), Hom(Hq(L), H.+p+q+!(M)) Horn (Hp (K), Horn (Hq(L) , H.+p+q(M))' '"

p=_CIO q=-oo

-J, -J,
o (exact) 0 (exact)

Therefore, .

j: H. (Hom (K, Hom(l, M» -- IT IT Hom (Hp (K) , Hom (Hq(L), H.+p+q(M))
p=-co q=_ao

is an epimorphism and

i: IT nExtl(Hp(k), ExP(Hq(L), H.+p+Hz(M»)~ H.(Hom(K, Hom(L, M))
p=-oo q=-oo

is a monomorphism.

Set Ker j = R.+ l and Im i = N'+ 2 then

=
R.+! e:: IT Extl(Hp(K), H.+P+l(Hom(L, M»

p=-oo

00 00

EEl IT IT Horn (Hp(K) ,Extl (Hq(L), H.+P+q+l(M») (1)
p=-oo q=-oo

and
= 00

N.+2 ~ IT IT Ext1 (Hp(K), Extl(Hq(L), H.+ p+H2(M»).
p=-oo q=-oo

When we note Text~(H(K), H(L) , H(M» ~ Hom.(H(K), Hom(H(L), H(M») (see

the definition above) we see that there are natural isomorphisms

a.: Text~(H(K), H(L), H(M) ~ S/R.+!

It.+ 2 : Text~+2(H(K), H(L) , H(M» ~ N.+ 2

(th~ naturality of a. and a.+2 is from the naturality of i and j).

From the first column in the above diagram we get
00 = =
IT Ext1(Hp(K), HpH+!(Hom(L, M))/ IT IT Ext1(Hp(K), Extl(Hq(L), H.+p+q(M))

p=_oo p=-oo q=-oo "

= 00

~ IT· IT Extl(Hp(K), Hom (Hq (L) , H.+PHq(M)).
p=-co q=-oo

Combining (2) and (1)

R.+dN'+ 2 ~ IT fi Ext1 (Hp(K), Hom(Hq(L), H.+ p+q+l(M»)
p=_oo q=-oo

00 =
EEl IT IT Horn (Hp(K) , Ext1(Hq(L), H.+ p+q+ 1(M)) (natural)

1'=-00 q=-oo

(2)
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S:! Text~+I(H(K), H(L) , H(M) (non-natural)

as our assertion.

Define

TextO(H(K) , H(L) , H(M) = l: Text~(H(K), H(L), H(M)

Text1(H(K), H(L) , H(M) = t Text~(H(K), H(L) , H(M»

Text2 (H(K), H(L) , H(M) = tText~(H(K), H(L) , H(M).
which are direct sums over n, then the following holds.

COROLLARY 3. There exist subgroups 0 < N < R <S and isomorphisms

42: Text2(H(K), H(L) , H(M» S:! N

4 1: Textl(H(K), H(L) , H(M) S:! RIN

40: TextO(H(K) , H(L) , H(M) S:! SIR

where S =.E S., R = .E R. and N = .E N. (direct sum).. . .

(natural)

(non-natural)

(natural)

some n by Theorem 2. We have the exact sequences

is exact we proved

as required.

4. Applications of Spectral sequences to Text

Let R be a commutative ring and K a complex of R-modules with the boundary

OK and filtration F such that for an integer p

......... ::J PK ::J P+1K ::J , 0K(PK) c PK.

In this case there is a spectral sequence {E" d.L r = 1,2, which is a covariant

functor of (F, K), together with natural isomorphisms

Ef S:! H(PKIP+1K), i.e., E~,q = HP+Q(PKIP+1K).

In particular, if F is bounded(or convergent below and bounded above) {E"d,} converges

to H(K'), i.e., E~ => H(K) (see page 327 of [2J), More explicity,
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where P(H(K» means the image of the map H(PK) ---+ H(K) induced by the

injection P K ---+ K.

In detail: Define Z~ = {aEPK I 0KoEp+rK} and the canonical projectiJn 7Jp:

(see page 328 of [2J). Put

then E~'~ = C~,q/B~·q or E~ = G~/l3f. and there is a tower

where m= 0, G'O = E'O = PK/P +1K. In this case dr : E~---+ E~+r is defined by the

composite

Ep = Gp/FP. projection "(';P/C> ~ FP.+r/BP+r injection CP+r/FP.+r = Ep+r
r r ,--~ ,. r+l r+l r --~ r r r

(1)

(see page 329 of [2J).

LEMMA 3. If E~-s.q+S-l = 0 for r = s < 00 then the sequence

dp,q
o~ Ep·q ---+ Ep·q~ Ep+s,q-s+l

8+1 8 s

is exact.

Proof. Put r = s then E~-s.q+s-l = 0 by our assumption, which means Im d~:;:f·q+s-I

~ B~·q /B~·q = 0 (see (1». Hence

is a monomorphism and i(E~11) ~ G:::UB~·q which is isomorphic to Ker d~·q(see (1».

Therefore the following sequence is exact

. dp,q
O~ EM ~EM~Ep+s.q-S+l

$+ 1 ss·

As before, let HomR(X, HomR(Y, I» be a complex which is constructed from a pro­
jective resolution X over R-module A, a projective resolution Y over R-module Band

injective resolution over R-module C, where we asssume that OH, OH" OA are the boun-
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daries in HOffiR(X, HOffiR(Y, /)). HomRCY, J) and X. respectively. Set

K = HomR(X,HomR(Y, I)). p." = HomR(Xp, Hom"(Y, l)),

K' = I: TM,
p+q=n

where Hom"(Y, I) = I: HomR(Ym , In). Then we can define a filtration F of K by
m+n=q

FPK = ~ r. T',· c K, i.e" (FPK)~ = .± T', .-, C K~.
r~p q=O r=p

Let f = C······, 0, f" ...... , fn> 0, ...... ) be in FPK and in Kn, where fp : Xp~ Homn-p

(Y, l). etc.. Since

(oHI) p(xp) = OH' Cfpxp) , (OH!)P+ I (xp+!) = OH' (tP+lXP+l) + (-1)n +lfp(OAXp+I),

....... (OHf).+l(Xn+l) = (-I)n+ lf.(OAX•• I)

for Xp E XP• and so on, we get

0Hf = (....... 0, oH'fp, oH'lp+! +(_l)n+l/,aA' ....... (-1).+lf.OA. O.......),

where oH/fp: Xp~ Hom~-P+l(Y, I), oH'fp+I + (-1)'+11,0,4 : XP+I~ Hom"-PCY, J), and so

on. But, since HomRCXp, Hom·-P+I(Y, I),) • ...... , HOffiRCX.+1' HomO(Y, J)) all are in FPK

we have oHf E FPK for every f E FPK. Therefore F is well defind as a filtration of K

and (F, K) determines a spectral sequence such that

El' = H(FPK/FP+IK), i.e., El'· = HP+"CPK/FP·IK).

Intuitively, we can see the following properties.

(i) TM = 0 for p <0 or q <0 and FPK = K if P~ O.

(ij) PK/P+lK = I: Tp,· = I: HomRCXp, Hom"CY, I)) which is a complex such that
q q

OH OH
HomRCXp, HomoCY, J))~ HomR(Xp, Homl(y, l))~ ......

(Of course, if p <0 then PK/P"lK = 0). For example, we can consider fp E HOrhR

(XP• HomO(Y, 1)) as a f = (-- .... , O. fp, 0, ......)E KP and for Xp E Xp we get oHfC· .. ·,

O. Xp, 0, .... ··)=OH'(fpXp). This means that the boundary in FPK/P1-lK is epual to OH'

which is the boundary in HomR(X, Y).
00

On the other hand, since I:(PK/P+IK) = K Cwith the boundary OH') we get
p=O

00

El = I: EIP = H'(K). where H' is the homology functor for the boundaty 0/.
p=O

In H' (K) the boundary becomes zero we can get H(EI) = HI! (H' (K)) ~ E 2 = i: El,
p=O

where H 's the homology for d l and HI! the homology for OH which has sign ±
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In consequence

E/,q ~ H"PCH,qCK», i.e., E/,q ~ Ext/CA, ExtRqCB, C». The detail: H,q CHomR

CXq, HomRCY, I) S:! HomRCXp, JI,qCHomRCY, I» S:! HomRCXp, ExV(B, C». (Note: In
the case which Xp is projective HomRCXp,-) is an exact functor and H(HomRCXp, Y»
~ HomR(Xp, JICY» for a complex Y of R-module.) Next lI"P (H!q (HomR(X, HomR(Y,
I») ~ H"PCHomR(X, ExtRqCB, C») = ExtRq(A, ExVCB, C» because X is projective

resolution over A and ExtRq(B, C) is a fixed R-module.

(jjj) Since FOK = K and Fn + I Kn = °for each degree n our filtration F is both conver­

gent below and bounded above. Therefore our spectral sequence {Er> dr} converges

to H(K), i.e.,

ExV(A, ExV(B, C» => TexWq(A, B, C),

where the filtration degree is p.
(iv) For p<0,PK/pt1K=0 and for q <0, Hp+q(PK) =0. That is, HPtq(F'PK) is

equal to Ker aH
2/Im aH' in the sequence

Hp+q(PK) =°since for q <0, KP+qn PK = empty, where 'iJu' and 0H2 are from OH'

With the above preparation we shall prove

THEOREM 3. There exists an exact sequence

°----Jo Ext/(A, HomR(B, C»----Jo Text/(A, B, C)----JoHomR(A, ExV(B, C»

----Jo ExV(A, HomR(B, C»----Jo Texti(A, B, C)

and homomorphisms

Poorf. By the condition (iv) above our spectral sequence {Er' dr} is first quadrant

and there are then edge homomorphisms

(monomorphisms) (2)

(3)

Since EI'o;/ = FP(Hp+q(K»/FPt I (Hptq(K» (see the first part of this section), pO(JIn(K»

_-=cHnCK) and Fn+l(Hn(K» = °we have

epi. mono
E2"'0 ----Jo E':;,°C~F"(Hn(K») ----Jo HnCK) (by (3»
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Putting E2,0 ~ Ext R(A, HomR (B, C), ~" = HomRCA, Extg(B, C» into the above

sequences we then get

epi. mono epi. mono
ExtR(A, HomR(B, C»~ E-:;,o- TextR(A, B, C) - E-:;,o- HomR(ExtR(B, C»

as asserted in the latter half of the theorem.

Take n = 1 in (2) and n = 1, 2 in (3), then we have

E'1;,!(~Hl(K)IFI(HI(K))-l£Oz'! (monomorphism),

E;;,o = E}2 ~ FI(J/1(K), E';;,o = E}O ~ P(H2(K), respectively,

hence we have the sequence
mono

0- EkO(~ FI(J/1(K») - J/1(K) - ~,!(= HI (K)IFI(J/1(K») - Ef'l,

epi. mono
E~'o- E;'O(~ F2(H2(K»)~ H2(K).

Therefore our proof requires to prove that two sequences

d~' 1 d~' I mono
0- ~'!-l£Oz'!~ E~'o, E~,l_E~'o- E;'O(~ H2(K)

are exact.
In Lemma 3, put p = 0, q = 1 and r = s = 2 then Ef-" q+.-! = E;2, °= 0 we

therefore get the exact sequence
~.!

2
0- ~'!_l£Oz,1_ E~'O.

d~'O

On the other hand, since E}O - E~' -I = 0 we have

Ker d~'o ~ 17;,°1 B ~,o ~ E~'o = C~,o 1 B ~,o

(see (1» and C;'o = C}o. In the sequence
d~,l a

~,l _ E~'o _ E}O

since Im dO,! C>< B2,01 8 2,0 E2,0 0:! 172,°1 132,0 and E2,0 t:;>,! C 2,01 B-2,0 = G2,01 B-2,0(8-2.O--"8-2.O)
2-32' 2-22 3-33 233-'2'

we shall define a by the canonical projection C~·o 1 B~'o _ C~,o / B}o. Then

Ker a ~ B}O 1B~'O(~ Im ~,!)

and the sequence

is exact. In consequnce the sequence

fL tfz· ! "

0- E}O- HI(K)~ l£Oz.l_ E~·&- H2(K)
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proj. man. man.
is exact where fl: ]{ICK)---7 Eg,l---7 Eg.1 and!": E}O----", E:,o----", H2(K). Put

E~,2 = ExtkCA, HomRCB, C)), ]{I(K) = TextkCA, B, C),

Eg,1 = HomRCA, Ext1CB, C)), E~'o = Ext~(A, HomR(B, C))

and IP(K) = Text~(A, B, C)

ii) E~·I = Kerd~·l, E;'o = E~·o/Imd~·I,

E~'o = E~'o = =E:;'o, .

E.

into the above sequence we then get the exact sequence in the theorem.

The following diagram is helpful for us to

understand the above proof, where we can know

that

i) Eg.o = HomR(A, HomR(B, C))

E~'o = Ext;CA, HomR(B, C))

Therefore we have the diagram

1
E:;'O = E~·O = Ext1CA, HomRCB, C))

1man.

Text1CA, B, C)

1 ~~ dg· 4

E/;,I ----'" Eg· I = HomR(A, Ext1 CB, C) ----'"
.\.o 0

t
Eg·o = Ext~CA, HomRCB, C))----", E:;,L-----'" 0

~\a 1
Text~CA,B.C)

. OA
As a special case, let X----'" A be 0 ----'" XI ----'" Xo-~ A ---7 0 Ca projective

resolution over A). We have then the same exact sequence

o~ ExtkCA, Ext~-I(B, C))~ Text~CA, B, C)~ HomR(A, Ext~(B, C))---..,. 0

as in Theorem 1 which can be proved using the latter half of the above theorem.

Since E~·q = 0 for p =1= 0 or 1 and r = 1, 2, ...... , we have the exact sequence

By the way, in the sequence



22 Keean Lee

di l ,- d~--I

Ei l ,- - E1,--1 ----i. E~·n-2,

di 2,Ht tfz'-
Ei 2,-+1 _ E~·n _ Ei.-- I,

dil,n = dk-- t = 0 = d;2.n+1 = d~'-, hence E~·--t = E;;,--I and E~'- = E';;,-, Therefore

0- ExtkCA, Ext~-ICB, C))- Text~(A,B, C)- HOffiR(A, Ext~(B, C)-- 0

is exact.
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