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1. Introduction

Fashion is a dynamic and multifaceted concept that

encompasses the styles of clothing and accessories that

are popular at any given time. It is not just about the

clothes we wear; it reflects cultural, social, and

economic influences, and it evolves continuously [1].

Fashion compatibility prediction and complementary

item retrieval are two fundamental task in fashion [2].

Fashion Compatibility prediction involves assessing if

a combination of fashion items in an ensemble

complements one another, taking into account the

connections between each piece [3]. Complimentary item

retriveal involves finding an

appropriate item from a sizable database in order

to finish a partially assembled outfit. It gives

description of missing items that matches well with the

ones that are already there[4].

In this study, we qualitatively investigate the ability

of multimodal foundational model in compatibiity

prediction.

2. Related Works

FashionViL was introduced in [5], a novel

representation learning framework for Large-scale

Vision-and-Language (V+L) tasks in the fashion

domain. FashionViL includes two pre-training tasks

tailored to the unique characteristics of fashion V+L

data. The first task, Multi-View Contrastive Learning,

addresses the presence of multiple images in the

fashion domain by pulling closer the visual
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review with varying images while also criticing fashion combination that are not compabible. The

study alludes to the robotuness of mutimodal models with reommendation on quantitative

evaluation in future studies.
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representation of one image to the compositional

multimodal representation of another image+text. The

second task, Pseudo-Attributes Classification, capitalizes

on the rich fine-grained concepts in fashion text by

encouraging the learned unimodal (visual/textual)

representations of the same concept to be adjacent. A

flexible, versatile V+L model architecture is also

proposed for various downstream tasks. The paper

reports that FashionViL achieves new state-of-the-art

results across five downstream tasks.

Authors in [6] proposed a fashion

compatibility modeling approach with a category-aware

multimodal attention network (FCM-CMAN) which

used contextual attention mechanism and dynamics

representation of categories to augument and aggregate

multimodal representation of fashion products focused.

The researchers also developed a graph convolutional

network to learn the semantic correlations between

categories, taking into account the category correlations

are always dynamic and variable for different fashion

products.

3. Methodology

3.1 Dataset Description

This study, we utilized the Fashion Product Image

Dataset [7] hosted on Kaggle and adopted in several

peer-reviewws studies. The dataset includes 44,424

images with 11 categories has shown in Figure 1.

(Figure 1) Dataset Categories

3.2 Preprocessing

The images in the dataset were resized into shape of

(600,600) to enable effective model training and evaluation

on an Nvidia GeForce 2060. OpenCV, Torch 2.2 and

Google-generative AI are some of the tools used in this

study.

3.3 Models

The essensce of the study is to qualitatively investigate

the performance of multimodal model in fashion

recommendation.

To achvieve the aim, Gemini 1.5 flash [8] from Google

was the multi-modal foundation model used in this study.

Gemini 1.5 Flash is a large language model (LLM)

developed by Google AI. Gemini is a trasnformer-based

model with Mixture-of-Experts (MoE) routing. Gemini

reported to excel in a wide range of tasks. The Gemini

Flash model is a lightweight as compared to the Pro. We

made the choice to adapt Gemini Flash because of

Hardware constraint and its 39.5% reasoning performance

on GPQA dataset benchmark. Gemini was used in a

virtual enviroment alongside OpenCV and Torch for

preprocessing.

Using a chain-of-though approach the Multimodal

langauge model is give a combination of fashion

wearables. Therefter, it LLM is prompted as follows:

1. “Given this combination of fashion items”.

2. “Based on the color, and current fashion trends,”

3. “Does it look great for the X season?”

4. “Can it be combined to look great?”

5. “Give the response with reason:”

The model reponds with two answers. The first answer

is a determination if the combination is possible. Whereas

the second respond is the reason why the combination is

not possible.

4. Results and Conclusion

4.1 Result

(Figure 2) Reponse for a combination in winter

Gemini was prompter for the winter season given the

combination of products in Figure 2. The response indicate

that Gemini is able to reason. This is apparent because

the top seems like an apparel for a woman while the jean

trouers is a man. Therefore the combination would be

incompatiible. Additionaly the top of the woman is short

making it unsutiable for the winter season. Looking at the

dataset, Product 26960 was calssified as a summer cloth.
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Hence, we can allude to the effectivness of the model.

(Figure 3) Reponse for Fall season

The model was given products as shown in Figure 3. It

gave a reponse as follows “The grey t-shirt with the bus

graphic is a bit too casual for the fall season, especially

when paired with dress pants. While sandals can be worn

in fall, they are not typically paired with dress pants. The

overall look is a bit mismatched and doesn't reflect a

cohesive fall style.”. As it is appartent, that sandals are

typicall not paried with Tourser during the Fall season. A

good indicator of a good fashion sense of the model.

Figure 4, has a response of yes with reason “The blue

plaid shirt with denim jeans and dark blue socks is a

classic and timeless combination that looks great in the

fall. The colors are appropriate for the season, and the

overall look is both stylish and comfortable.”

(Figure 4) Reponse for Fall season

4.2 Conclusion

Large Multimodal models that take images and text are

very powerful models with significant impact in not only

recursive text generation but image understading with

concept. In this study, we have been able to show the

concept of fashion recommendation and reasoning of

multimodal models. While the result are quite decent

qualitatively, we plan to fine-tune such models in the

future and quantitatively measure performance across

academic and industy benchmarks.
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